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RECEIVE CURRENT INPUT PIXEL P(j,i) 1332
AND IDENTIFY SET OF NEIGHBOR PIXELS "
FOR SPATIAL NOISE FILTERING {e.g, 7x7 BLOCK)

IDENTIFY FILTERING COEFFICIENTS FOR 1334
EACH FILTER TAP OF THE SPATIAL NOISE =
FILTER (SNF)

DETERMINE ABSOLUTE DIFFERENCE 1336
BETWEEN P(j,i) AND EACH NEIGHBOR "
PIXEL WITHIN THE SNF SET

DETERMINE ATTENUATION FACTOR FOR 1338
EACH FILTER TAP USING THE ABSOLUTE —"
DIFFERENCE VALUES

APPLY ATTENUATION FACTORS TO THE

FILTERING COEFFICIENTS OF THE SNF FILTER | ~1340

TAPS TO OBTAIN A SET OF ATTENUATED
FILTERING COEFFICIENTS

APPLY ATTENUATED FILTERING 1342
COEFFICIENTS OF EACH SNF FILTER TAP TO |~
ITS RESPECTIVE PIXEL

NORMALIZE FILTER TAPS BY DIVIDING THE
SUM OF THE FILTERED PIXELS BY THE
SUM OF THE ATTENUATED FILTER 1344
COEFFICIENTS TO OBTAIN A SPATIALLY
FILTERED OQUTPUT VALUE O(j,i)
CORRESPONDING TO P(j,i)

FIG. 109
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RECEIVE PARAMETERS P (INPUT PIXEL), | 1346
DELTA (ABSOLUTE DIFFERENCE BETWEEN P
AND A CURRENT NEIGHBOR PIXEL), j, AND i

(SPATIAL LOCATION OF P}

DETERMINE A BRIGHTNESS INTERVAL |_~1348
CORRESPONDING TO P AND DETERMINE
UPPER AND LOWER BRIGHTNESS LEVELS AND
VALUES BASED ON THE DETERMINED INTERVAL

DETERMINE AN INVERSE NOISE

STANDARD DEVIATION (std_dev inv) FOR |_~1350
P BASED ON HIGH AND Tow

BRIGHTNESS LEVELS AND VALUES

SELECT AND APPLY A RADIAL GAIN TO

std dev inv BASED ON LOCATION OF P 1352

FROM THE CENTER OF THE CURRENT RAW
FRAME

DETERMINE THE ATTENUATION FACTOR FOR | 1354
THE FILTER TAP CORRESPONDING TO THE
CURRENT NEIGHBOR PIXEL BASED UPON

DELTA AND THE GAINED std dev inv VALUES

FIG. 110
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1356
r

P 1358 (R_val)
(snf x0, snf y0)

CENTER

FIG. 111
1

1364
COMPUTE RADIUS (R_val) BETWEEN CURRENT INPUT |/
PIXEL (P) AND CENTER (C) OF THE IMAGE FRAME

DETERMINE RADIUS INTERVAL OF R AND IDENTIFY UPPER 366
AND LOWER RADIUS LEVELS AND THEIR CORRESPONDING
RADIUS VALUES

1368
DETERMINE UPPER AND LOWER RADIAL GAINS ASSOCIATED | _/
WITH UPPER AND LOWER RADIUS LEVELS

1370
INTERPOLATE UPPER AND [OWER RADIAL GAINS TO OBTAIN |/
A RADIAL GAIN FOR P

1372
APPLY RADIAL GAIN TO std_dev_inv -/

FIG. 112
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RECEIVE CURRENT INPUT PIXEL P(ji) FROM CURRENT FRAME AT TIME T

| _~1412

'

¥

IDENTIFY SET NEIGHBOR PIXELS
IN' CURRENT FRAME FOR SPATIAL
NOISE FILTERING (e.g., 7x7 BLOCK)

IDENTIFY SET OF CO-LOCATED NEIGHBOR
PIXELS IN PREVIOUS FRAME FROM TIME T-1
FOR SPATIAL NOISE FILTERING (e.g., 77 BLOCK)

1414~ |

| \-1416

'

IDENTIFY FILTERING COEFFICIENTS FOR EACH FILTER TAP OF THE SPATIAL NOISE FILTER (SNF)

!

| ‘ 1418

DETERMINE ASSCLUTE DIFFERENCE BETWEEN
P(j,i) AND EACH NEIGHBOR PIXEL FROM TIME
T WITHIN THE SNF SET OF NEIGHBOR PIXELS

DETERMINE ABSOLUTE DIFFERENCE BETWEEN
P(j, AND EACH CO-LOCATED NEIGHBOR PIXEL
FROM TIME T-1

1420

1430

DETERMINE FIRST SET OF ATTENUATICN
FACTORS FOR EACH FILTER TAP USING THE
TIME T ABSOLUTE DIFFERENCE VALUES

DETERMINE SECOND SET OF ATTENUATION
FACTORS FOR EACH FILTER TAP USING THE
TIME T-1 ABSOLUTE DIFFERENCE VALUES

1422~

1432

APPLY FIRST SET OF ATTENUATION  FACTORS
TO THE FILTERING COEFFICIENTS OF THE SNF
FILTER TAPS TO OBTAIN A FIRST SET OF
ATTENUATED FILTERING COEFFICIENTS FOR
TIME T PIXELS

APPLY SECOND SET OF ATTENUATION FACTORS
T0 THE FILTERING COEFFICIENTS OF THE SNF
FILTER TAPS TO OBTAIN A SECOND SET OF
ATTENUATED FILTERING COEFFICIENTS FOR
TIME T-1 PIXELS

1424

\1434

APPLY FIRST SET OF ATTENUATED FILTERING
COEFFICIENTS OF EACH SNF FILTER TAP TO
ITS RESPECTIVE PIXEL AT TIME T

APPLY SECOND SET OF ATTENUATED FILTERING
COEFFICIENTS OF EACH SNF FILTER TAP TC
ITS RESPECTIVE PIXEL AT TIME T-1

1426

\1436

DETERMINE SPATIALLY FILTERED VALUE
FORPATTIMET

DETERMINE SPATIALLY FILTERED VALUE
FOR P AT TIME T-1

1428~ |

| \1438

COMBINE TIME T AND T-1 SPATIALLY FILTERED
QUTPUT VALUES USING WEIGHTED AVERAGING
T0 OBTAIN SPATIAL FILTER OUTPUT

FIG. 116

1440
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COMPUTE CLIP_LEVELS N 1514
PROVIDE NORMALIZED VALUES N— 1552
OBTAIN CLOSEST OUTPUT VALUES N— 1554
LINEARLY INTERPOLATE OUTPUT VALUES N— 1556
MULTIPLY BY CLIP LEVEL \‘1558
REPLACE PIXEL VALUE WITH
HIGHLIGHT RECOVERY VALUE ~— 1562

FIG. 120
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INITIALIZE DDA AND DETERMINE STEP SIZE 1721
(DDAStep)

DETERMINE CURRENT DDA POSITION (curDDA)  p—1722

DETERMINE CENTER SOURCE PIXEL LOCATION
(currPixel) FOR OUTPUT PIXEL LOCATION —1723
CORRESPONDING TO currDDA

DETERMINE CURRENT COEFFICIENT INDEX 1724
{currindex) BASED ON currDDA

SELECT SOURCE PIXELS AROUND currPIXEL AND OF | 1725
THE SAME COLOR FOR MULTI-TAP FILTERING

SELECT FILTERING COEFFICIENTS BASED UPON 1726
CURRENT COLOR AND currlndex

APPLY FILTERING TO DETERMINE
VALUE FOR OUTPUT PIXEL LOCATION —1727
CORRESPONDING TO currDDA

INCREMENT DDA BY DDAStep —1728

FIG. 126
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1723\
DETERMINE WHETHER OUTPUT PIXEL LOCATION

CORRESPONDING TO currDDA IS EVEN OR ODD

1729

1730

1S
OUTPUT PIXEL
LOCATION

EVEN
?

YES

1731 1732

US 9,105,078 B2

INCREMENT currDDA BY 1 AND

APPLY ROUNDING TO NEAREST

EVEN INPUT PIXEL LOCATION TO
DETERMINE currPixel

USING currDDA VALUE, APPLY
ROUNDING TO NEAREST ODD
INPUT PIXEL LOCATION TO
DETERMINE currPixel

FIG. 127

1724\

DETERMINE WHETHER OUTPUT PIXEL LOCATION
CORRESPONDING TO curDDA IS EVEN OR ODD

L—1733

l

1734

1S
OUTPUT PIXEL
LOCATION

EVEN
?

YES

/1735 /1736

INCREMENT currDDA VALUE BY

INCREMENT currDDA VALUE BY
ONE INDEX STEP AND
DETERMINE currlndex BASED
ON LOWEST ORDER BIT OF
currDDA INTEGER PORTION AND
TWO HIGHEST ORDER BITS OF
currDDA FRACTION PORTION

ONE INDEX STEP AND ONE
PIXEL SHIFT, AND DETERMINE
currlndex BASED ON LOWEST
ORDER BIT OF currDDA
INTEGER PORTION AND TWO
HIGHEST ORDER BITS OF
currDDA FRACTION PORTION

FIG. 128
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SYSTEMS AND METHODS FOR LOCAL
TONE MAPPING

CROSS-REFERENCE TO RELATED
APPLICATIONS

The following applications, all filed on May 31, 2012, are
related: “Systems and Methods for Temporally Filtering
Image Data,”, U.S. application Ser. No. 13/484,721; “Local
Image Statistics Collection,”, U.S. application Ser. No.
13/484,741; “Systems and Methods for RGB Image Process-
ing,”, U.S. application Ser. No. 13/484,484; “Image Signal
Processing Involving Geometric Distortion Correction,”,
U.S. application Ser. No. 13/484,842; “Systems and Methods
for YCC Image Processing,”, U.S. application Ser. No.
13/484,926; “Systems and Methods for Chroma Noise
Reduction,”, U.S. application Ser. No. 14/484,991; “Systems
and Methods for Local Tone Mapping,”, U.S. application Ser.
No. 13/485,421; “Raw Scaler with Chromatic Aberration
Correction,”, U.S. application Ser. No. 13/485,024; “Systems
and Methods for Raw Image Processing,”, U.S. application
Ser. No. 13/485,056; “Systems and Methods for Reducing
Fixed Pattern Noise in Image Data,”, U.S. application Ser.
No. 13/485,101; “Systems and Methods for Collecting Fixed
Pattern Noise Statistics of Image Data,”, U.S. application Ser.
No. 13/485,124; “Systems and Methods for Highlight Recov-
ery in an Image Signal Processor,”, U.S. application Ser. No.
13/485,199; “Systems and Methods for Lens Shading Cor-
rection,”, U.S. application Ser. No. 13/485,235; “Systems and
Methods for Determining Noise Statistics of Image Data,”,
U.S. application Ser. No. 13/485,299; and “Systems and
Methods for Luma Sharpening,”’, U.S. application Ser. No.
13/485,341. These applications are incorporated by reference
herein in their entirety.

BACKGROUND

The present disclosure relates generally to digital imaging
and, more particularly, to processing image data with image
signal processor logic.

This section is intended to introduce the reader to various
aspects of art that may be related to various aspects of the
present techniques, which are described and/or claimed
below. This discussion is believed to be helpful in providing
the reader with background information to facilitate a better
understanding of the various aspects of the present disclosure.
Accordingly, it should be understood that these statements are
to be read in this light, and not as admissions of prior art.

Digital imaging devices appear in handheld devices, com-
puters, digital cameras, and a variety of other electronic
devices. Once a digital imaging device acquires an image, an
image processing pipeline may apply a number of image
processing operations to generate a full color, processed
image. Although conventional image processing techniques
aim to produce a polished image, these techniques may not
adequately address many image distortions and errors intro-
duced by components of the imaging device. For example,
defective pixels on the image sensor may produce image
artifacts. Lens imperfections may produce an image with
non-uniform light intensity. Sensor imperfections arising
during manufacture may produce specific patterns of noise on
different sensors. Furthermore, sensors from different ven-
dors may reproduce color in perceptibly different ways.

Some conventional image processing techniques may also
be relatively inefficient. In one example, certain operational
blocks may spread distortions and errors to other areas of the
image. In another example, lookup tables may be repeatedly
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2

loaded into local buffers from memory to process new image
frames from different imaging devices. In addition, many
conventional image processing techniques may cause image
information to be lost during certain operations. For example,
some operations may cause a pixel to be gained beyond a level
that can be tracked in conventional image signal processors,
resulting in an image with at least some pixels that have been
arbitrarily clipped. Other operations may inaccurately repro-
duce some colors when one of the color channels has reached
a maximum intensity. Still others may cause black level
noise—noise occurring even when no light reaches the sen-
sor—to be misconstrued as noise occurring only in a positive
direction, producing gray-tinged black regions that should be
completely black. Moreover, in some situations, images with
high global contrast may have image information lost in
shadows or obscured by highlights when global contrast
operations are performed.

Other conventional image processing techniques may
include image demosaicing and sharpening. Conventional
demosaicing techniques, however, may not adequately
account for the locations and direction of edges within the
image, resulting in edge artifacts such as aliasing, checker-
board artifacts, or rainbow artifacts. Similarly, conventional
sharpening techniques may not adequately account for exist-
ing noise in the image signal, or may be unable to distinguish
the noise from edges and textured areas in the image.

SUMMARY

A summary of certain embodiments disclosed herein is set
forth below. It should be understood that these aspects are
presented merely to provide the reader with a brief summary
of these certain embodiments and that these aspects are not
intended to limit the scope of this disclosure. Indeed, this
disclosure may encompass a variety of aspects that may not
be set forth below.

Systems and methods for local tone mapping are provided.
In one example, an electronic device includes an electronic
display, an imaging device, and an image signal processor.
The electronic display may display images of a first bit depth,
and the imaging device may include an image sensor that
obtains image data of a higher bit depth than the first bit depth.
The image signal processor may process the image data, and
may include local tone mapping logic that may apply a spa-
tially varying local tone curve to a pixel of the image data to
preserve local contrast when displayed on the display. The
local tone mapping logic may smooth the local tone curve
applied to the intensity difference between the pixel and
another nearby pixel exceeds a threshold.

Various refinements of the features noted above may exist
in relation to various aspects of the present disclosure. Further
features may also be incorporated in these various aspects as
well. These refinements and additional features may exist
individually or in any combination. For instance, various
features discussed below in relation to one or more of the
illustrated embodiments may be incorporated into any of the
above-described aspects of the present disclosure alone or in
any combination. The brief summary presented above is
intended only to familiarize the reader with certain aspects
and contexts of embodiments of the present disclosure with-
out limitation to the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

Various aspects of this disclosure may be better understood
upon reading the following detailed description and upon
reference to the drawings in which:
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FIG. 1 is a simplified block diagram of components of an
electronic device with imaging device(s) and image process-
ing circuitry that may perform image processing, in accor-
dance with an embodiment;

FIG. 2 shows a graphical representation of a 2x2 pixel
block of a Bayer color filter array that may be implemented in
the imaging device of FIG. 1;

FIG. 3 isaperspective view of the electronic device of FIG.
1 in the form of a notebook computing device, in accordance
with an embodiment;

FIG. 4 is a front view of the electronic device of FIG. 1 in
the form of a desktop computing device, in accordance with
an embodiment;

FIG. 5 is a front view of the electronic device of FIG. 1 in
the form of a handheld portable electronic device, in accor-
dance with an embodiment;

FIG. 6 is aback view of the electronic device shown in FIG.
3;

FIG. 7 is a block diagram of the image processing circuitry
and imaging device(s) of FIG. 1, in accordance with an
embodiment;

FIG. 8 is a block diagram of an example of the image
processing circuitry of FIG. 1, including statistics logic, a
raw-format processing block, an RGB-format processing
block, and a YCC-format processing block, in accordance
with an embodiment;

FIG. 9 is flowchart depicting a method for processing
image data in the ISP pipe processing logic 80 logic of FIG.
10, in accordance with an embodiment;

FIG. 10 is block diagram illustrating a configuration of
double buffered registers and control registers that may be
used for processing image data in the ISP pipe processing
logic 80 logic, in accordance with an embodiment;

FIGS. 11-13 are timing diagrams depicting different
modes for triggering the processing of an image frame, in
accordance with an embodiment;

FIGS. 14 and 15 are diagrams depicting control registers in
more detail, in accordance with an embodiment;

FIG. 16 is a flowchart depicting a method for using a
front-end pixel processing unit to process image frames when
the ISP pipe processing logic 80 logic of FIG. 10 is operating
in a single sensor mode;

FIG. 17 is a flowchart depicting a method for using a
front-end pixel processing unit to process image frames when
the ISP pipe processing logic 80 logic of FIG. 10 is operating
in a dual sensor mode;

FIG. 18 is a flowchart depicting a method for using a
front-end pixel processing unit to process image frames when
the ISP pipe processing logic 80 logic of FIG. 10 is operating
in a dual sensor mode;

FIG. 19 is a flowchart depicting a method in which both
image sensors are active, but wherein a first image sensor is
sending image frames to a front-end pixel processing unit,
while the second image sensor is sending image frames to a
statistics processing unit so that imaging statistics for the
second sensor are immediately available when the second
image sensor continues sending image frames to the front-
end pixel processing unit at a later time, in accordance with an
embodiment.

FIG. 20 is a graphical depiction of a linear memory
addressing format that may be applied to pixel formats stored
in a memory of the electronic device of FIG. 1, in accordance
with an embodiment;

FIG. 21 is graphical depiction of various imaging regions
that may be defined within a source image frame captured by
an image sensor, in accordance with an embodiment;
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FIG. 22 is a graphical depiction of a technique for using the
ISP pipe processing logic 80 processing unit to process over-
lapping vertical stripes of an image frame;

FIG. 23 is a diagram depicting how byte swapping may be
applied to incoming image pixel data from memory using a
swap code, in accordance with an embodiment;

FIG. 24 shows an example of how to determine a frame
location in memory in a linear addressing format, in accor-
dance with an embodiment;

FIGS. 25-28 show examples of memory formats for raw
image data that may be supported by the image processing
circuitry of FIG. 7 or FIG. 8, in accordance with an embodi-
ment;

FIGS. 29-34 show examples of memory formats for full-
color RGB image data that may be supported by the image
processing circuitry of FIG. 7 or FIG. 8, in accordance with an
embodiment;

FIGS. 35-39 show examples of memory formats for luma/
chroma image data (YUV/YC1C2) that may be supported by
the image processing circuitry of FIG. 7 or FIG. 8, in accor-
dance with an embodiment;

FIG. 40 is a flowchart describing a method for processing
image data using signed image data, in accordance with an
embodiment;

FIG. 41 is a schematic illustration of scaling pixels of
various bit-depths to a common unsigned 16-bit format, in
accordance with an embodiment;

FIG. 42 is a flowchart describing embodiments of a method
for converting unsigned 16-bit pixels into signed 17-bit pixels
for processing using the ISP pipe processing logic of FIG. 8,
in accordance with an embodiment;

FIG. 43 is a flowchart describing embodiments of a method
for converting signed 17-bit pixels from the ISP pipe process-
ing logic of FIG. 8 into 16-bit pixels for storage in memory, in
accordance with an embodiment;

FIG. 44 is a block diagram of the ISP circuitry of FIG. 8
depicting how overflow handling may be performed, in accor-
dance with an embodiment;

FIG. 45 is a flowchart depicting a method for overflow
handling when an overflow condition occurs while image
pixel data is being read from picture memory, in accordance
with an embodiment;

FIG. 46 is a flowchart depicting a method for overflow
handling when an overflow condition occurs while image
pixel data is being read in from an image sensor interface, in
accordance with an embodiment;

FIG. 47 is a flowchart depicting another method for over-
flow handling when an overflow condition occurs while
image pixel data is being read in from an image sensor inter-
face, in accordance with an embodiment;

FIG. 48 is more a more detailed block diagram showing
embodiments of statistics processing logic that may be imple-
mented in the ISP pipe processing logic, as shown in FIG. 8,
in accordance with an embodiment;

FIG. 49 is a block diagram of sensor linearization logic that
may be employed by the statistics processing logic of the ISP
pipe processing logic, in accordance with an embodiment;

FIG. 50 is a block diagram illustrating sensor linearization
lookup tables (LUTs) employed by the sensor linearization
logic, in accordance with an embodiment;

FIG. 51 is a flowchart describing a method for linearizing
image data from a sensor using the sensor linearization logic,
in accordance with an embodiment;

FIG. 52 shows various image frame boundary cases that
may be considered when applying techniques for detecting



US 9,105,078 B2

5

and correcting defective pixels during statistics processing by
the statistics processing unit of FI1G. 48, in accordance with an
embodiment;

FIG. 53 is a flowchart illustrating a process for performing
defective pixel detection and correction during statistics pro-
cessing, in accordance with an embodiment;

FIG. 54 shows a three-dimensional profile depicting light
intensity versus pixel position for a conventional lens of an
imaging device;

FIG. 55 is a colored drawing that exhibits non-uniform
light intensity across the image, which may be the result of
lens shading irregularities;

FIG. 56 is a graphical illustration of a raw imaging frame
that includes a lens shading correction region and a gain grid,
in accordance with an embodiment;

FIG. 57 illustrates the interpolation of a gain value for an
image pixel enclosed by four bordering grid gain points, in
accordance with an embodiment;

FIG. 58 is a flowchart illustrating a process for determining
interpolated gain values that may be applied to imaging pixels
during a lens shading correction operation, in accordance
with an embodiment;

FIG. 59 is a three-dimensional profile depicting interpo-
lated gain values that may be applied to an image that exhibits
the light intensity characteristics shown in FIG. 54 when
performing lens shading correction, in accordance with an
embodiment;

FIG. 60 shows the colored drawing from FIG. 55 that
exhibits improved uniformity in light intensity after a lens
shading correction operation is applied, in accordance with
accordance aspects of the present disclosure;

FIG. 61 graphically illustrates how a radial distance
between a current pixel and the center of an image may be
calculated and used to determine a radial gain component for
lens shading correction, in accordance with an embodiment;

FIG. 62 is a flowchart illustrating a process by which radial
gains and interpolated gains from a gain grid are used to
determine a total gain that may be applied to imaging pixels
during a lens shading correction operation, in accordance
with an embodiment;

FIG. 63 is a graph showing white areas and low and high
color temperature axes in a color space;

FIG. 64 is a table showing how white balance gains may be
configured for various reference illuminant conditions, in
accordance with an embodiment;

FIG. 65 is a block diagram showing a statistics collection
engine that may be implemented in the ISP pipe processing
logic 80 processing logic, in accordance with an embodiment;

FIG. 66 illustrates the down-sampling of raw Bayer RGB
data, in accordance with an embodiment;

FIG. 67 depicts a two-dimensional color histogram that
may be collected by the statistics collection engine of FIG. 65,
in accordance with an embodiment;

FIG. 68 depicts zooming and panning within a two-dimen-
sional color histogram;

FIG. 69 is a more detailed view showing logic for imple-
menting a pixel filter of the statistics collection engine, in
accordance with an embodiment;

FIG. 70 is a graphical depiction of how the location of a
pixel within a C1-C2 color space may be evaluated based on
a pixel condition defined for a pixel filter, in accordance with
an embodiment;

FIG. 71 is a graphical depiction of how the location of a
pixel within a C1-C2 color space may be evaluated based on
a pixel condition defined for a pixel filter, in accordance with
another embodiment;
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FIG. 72 is a graphical depiction of how the location of a
pixel within a C1-C2 color space may be evaluated based on
apixel condition defined for a pixel filter, in accordance with
yet a further embodiment;

FIG. 73 is a graph showing how image sensor integration
times may be determined to compensate for flicker, in accor-
dance with an embodiment;

FIG. 74 is a detailed block diagram showing logic that may
be implemented in the statistics collection engine of FIG. 65
and configured to collect auto-focus statistics in accordance
with an embodiment;

FIG. 75 is a graph depicting a technique for performing
auto-focus using coarse and fine auto-focus scoring values, in
accordance with an embodiment;

FIG. 76 is a flowchart depicting a process for performing
auto-focus using coarse and fine auto-focus scoring values, in
accordance with an embodiment;

FIGS. 77 and 78 show the decimation of raw Bayer data to
obtain a white balanced luma value;

FIG. 79 shows a technique for performing auto-focus using
relative auto-focus scoring values for each color component,
in accordance with an embodiment;

FIG. 80 is a flowchart depicting a process for calculating
fixed pattern noise statistics, in accordance with an embodi-
ment;

FIG. 81 is a flowchart depicting a process for calculating
fixed pattern noise statistics by dividing an input image into
horizontal strips of the input image, in accordance with an
embodiment;

FIG. 82A is a graphical depiction of how fixed pattern
noise statistics is accumulated using a diagonal orientation, in
accordance with an embodiment;

FIG. 82B is a graphical depiction of how fixed pattern noise
statistics is accumulated using a column sum accumulation
process within horizontal strips of the input image, in accor-
dance with an embodiment;

FIG. 82C is a graphical depiction of how fixed pattern noise
statistics is accumulated using a row sum accumulation pro-
cess within horizontal strips of the input image, in accordance
with an embodiment;

FIG. 83 is a block diagram of'local image statistics logic of
the statistics logic of the ISP pipe processing logic, which
may collect statistics used in local tone mapping and/or high-
light recovery, in accordance with an embodiment;

FIGS. 84 and 85 are block diagrams of luminance compu-
tation logic of the local image statistics logic, in accordance
with an embodiment;

FIG. 86 is a block diagram of thumbnail generation logic of
the local image statistics logic, in accordance with an embodi-
ment;

FIG. 87 is a block diagram of local histogram generation
logic of the local image statistics logic, in accordance with an
embodiment;

FIG. 88 is an illustration of a first memory format for
thumbnails generated by the local image statistics logic, in
accordance with an embodiment;

FIG. 89 is an illustration of a second memory format for
thumbnails generated by the local image statistics logic, in
accordance with an embodiment;

FIG. 90 is an illustration of a memory format for local
histograms generated by the local image statistics logic, in
accordance with an embodiment;

FIG. 91 is a block diagram of a raw processor block and
imaging device(s) of FIG. 1, in accordance with an embodi-
ment;
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FIG. 92 is an illustration of a memory format for a fixed
pattern noise frame generated by the fixed pattern noise
reduction (FPNR) logic, in accordance with an embodiment;

FIG. 93 is a flow diagram illustrating a fixed pattern noise
reduction process, in accordance with an embodiment;

FIG. 94 is a flow diagram illustrating a fixed pattern noise
reduction process using global offsets, in accordance with an
embodiment;

FIG. 95 is a flow diagram illustrating an embodiment of a
temporal filtering process performed by the raw processor
block shown in FIG. 91, in accordance with an embodiment;

FIG. 96 illustrates a set of reference image pixels and a set
of corresponding image pixels that may be used to determine
one or more parameters for the temporal filtering process of
FIG. 95, in accordance with an embodiment;

FIG.97A and FIG. 97B illustrate two examples of a motion
table being divided according to a number of brightness levels
that may be used to determine one or more parameters for the
temporal filtering process of FIG. 95, in accordance with an
embodiment;

FIG. 98 is a flow diagram illustrating a more detailed
description of a block in the flow diagram of FIG. 10, in
accordance with one embodiment;

FIG. 99 is a process diagram illustrating how temporal
filtering may be applied to image pixel data received by the
raw processor shown in FIG. 91, in accordance with one
embodiment.

FIG. 100 shows various image frame boundary cases that
may be considered when applying techniques for detecting
and correcting defective pixels during processing by the raw
processing block shown in FIG. 91, in accordance with an
embodiment;

FIG. 101 shows various pixel correction coefficients that
may be considered when applying techniques for detecting
and correcting defective pixels during processing by the raw
processing block shown in FIG. 91, in accordance with an
embodiment;

FIGS.102-104 are flowcharts that depict various processes
for detecting and correcting defective pixels that may be
performed in the raw pixel processing block of FIG. 99, in
accordance with an embodiment;

FIG. 105 is a flow diagram depicting a process for calcu-
lating noise statistics, in accordance with an embodiment;

FIG. 106 shows various gradients that may be considered
when applying techniques for calculating noise statistics dur-
ing processing by the raw processing block shown in FIG. 91,
in accordance with an embodiment;

FIG. 107 is an illustration of a memory format for the noise
statistics, in accordance with an embodiment;

FIG. 108 is an illustration of a 7x7 block of same-colored
pixels on which spatial noise filtering may be applied;

FIG. 109 illustrates a high level process overview of the
spatial noise filtering process, in accordance with an embodi-
ment;

FIG. 110 illustrates a process for determining an attenua-
tion factor for each filter tap of the SNF logic;

FIG. 111 is an illustration of a determination of a radial
distance as the distance between a center point of an image
frame and the current input pixel, in accordance with an
embodiment;

FIG. 112 is a flowchart illustrating a process to determine
aradial gain to be applied to the inverse noise standard devia-
tion value determined by the attenuation factor determination
process, in accordance with an embodiment;

FIG. 113 is a flowchart illustrating a process for determin-
ing an interpolated green value for the input pixel, in accor-
dance with an embodiment;
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FIG. 114 illustrates an example of how pixel absolute
difference values may be determined when the SNF logic
operates in a non-local means mode in applying spatial noise
filtering to the 7x7 block of pixels of FIG. 108;

FIG. 115 illustrates an example of the SNF logic config-
ured to operate in a three-dimensional mode, in accordance
with an embodiment;

FIG. 116 is a flowchart illustrating a process for three-
dimensional spatial noise filtering, in accordance with an
embodiment;

FIG. 117 is a block diagram illustrating a process path for
pixel data in the ISP pipe, in accordance with an embodiment;

FIG. 118 illustrates examples of various combinations of
pixels with missing color samples;

FIG. 119 is a flowchart illustrating a process for computing
clip levels and normalizing pixel values for a highlight recov-
ery process, in accordance with an embodiment;

FIG. 120 is a flowchart illustrating a highlight recovery
process, in accordance with an embodiment;

FIG. 121 is a full resolution sample of Bayer image data;

FIG. 122 is an example of the raw scaler logic applying 2x2
binning to the full resolution raw image data;

FIG. 123 is are-sampled portion of binned image data after
being processed by the raw scaler circuitry;

FIG. 124 is a block diagram of the raw scaler circuitry, in
accordance with one embodiment;

FIG. 125 is a graphical depiction of input pixel locations
and corresponding output pixel locations based on various
DDAStep values;

FIG. 126 is a flow chart depicting a method for applying
binning compensation filtering to image data received by the
front-end pixel processing unit 130 in accordance with an
embodiment;

FIG. 127 is a flow chart depicting the step for determining
currPixel from the method of FIG. 126, in accordance with
one embodiment;

FIG. 128 is the step for determining currlndex from the
method of FIG. 126, in accordance with one embodiment;

FIG. 129 is an illustration of typical distortion curves for
red, green, and blue color channels;

FIG. 130 is an illustration of a 1920x1080 resolution RAW
frame that simulates the lens distortion of FIG. 129

FIG. 131 is an image, illustrating the results of applying
demosaic logic to a frame with chromatic aberrations;

FIG. 132 is a graph illustrating the relative distortion for
chromatic aberration correction;

FIG. 133 is a simulated image where chromatic aberrations
are removed prior to demosaicing the image;

FIG. 134 is a block diagram of the raw scaler circuitry
1652, in accordance with an embodiment;

FIG. 135 is a block diagram illustrating the vertical resa-
mpler coordinate generator, in accordance with an embodi-
ment;

FIG. 136 is a block diagram illustrating the vertical dis-
placement computation, in accordance with an embodiment;

FIG. 137 is a block diagram illustrating the vertical sensor
to component coordinate translation logic, in accordance
with an embodiment;

FIG. 138 is an illustration of the green output samples
aligning with the green input samples since there is no vertical
scaling or binning compensation;

FIG. 139 is a diagram illustrating that if the Chromatic
Aberration were a linear function of the radius, the offsets
between red and green and between blue and green would be
constant for each output line, but decreasing to zero near the
vertical center of the frame;
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FIG. 140 is a chart depicting vertical offsets from the green
channel;

FIG. 141 is a block diagram illustrating one embodiment of
the horizontal resampler coordinate generator, in accordance
with an embodiment;

FIG. 142 is a block diagram illustrating the horizontal
displacement computation logic, in accordance with an
embodiment;

FIG. 143 is a block diagram illustrating the horizontal
sensor to component coordinate translation logic, in accor-
dance with an embodiment;

FIG. 144 is a diagram illustrating that since there is no
horizontal scaling or binning compensation, the green output
samples are aligned with the green input samples;

FIG. 145 is a diagram that illustrates the offset for the blue
channel decreasing by 2

FIG. 146 is a diagram that illustrates the maximum offset
between the vertical position of the center tap on the red (and
blue) component and the corresponding green component;

FIG. 147 is a block diagram of RGB-format processing
logic of the ISP pipe processing logic of FIG. 8, in accordance
with an embodiment;

FIG. 148 is a graphical process flow that provides a general
overview as to how demosaicing may be applied to a raw
Bayer image pattern to produce a full color RGB;

FIG. 149 is a diagram that illustrates a 2x2 pixel grid
configured in a Bayer CFA pattern, in accordance with an
embodiment;

FIG. 150 is a diagram that illustrates the computation of the
Eh and Ev values for a red pixel centered in the 5x5 pixel
block at location (j, 1), wherein j corresponds to a row and i
corresponds to a column, in accordance with an embodiment;

FIG. 151 is a diagram that illustrates the computation of Eh
and Ev values for a Gr pixel, however, the same filter may be
applied on any interpolated red or blue pixel, in accordance
with an embodiment;

FIG. 152 is an example of horizontal interpolation for
determining Gh, in accordance with one embodiment;

FIG. 153 is five vertical pixels (RO, G1, R2, G3, and R4) of
ared column of the Bayer image and their respective filtering
coefficients, in accordance with an embodiment;

FIG. 154 is a block diagram illustrating filter coefficients
useful for computing the GNU correction amount, in accor-
dance with an embodiment;

FIG. 155 is a block diagram illustrating a definition of local
green gradient filters, in accordance with embodiments;

FIG. 156 is a block diagram in illustrating vertical and
horizontal red/blue gradient filters, in accordance with an
embodiment

FIG. 157 is a diagram that illustrates a summary of the
green interpolation on both red and blue pixels;

FIG. 158 is a diagram that illustrates various 3x3 blocks of
the Bayer image pattern to which red and blue demosaicing
may be applied, as well as interpolated green values (desig-
nated by G') that may have been obtained during demosaicing
on the green channel, in accordance with an embodiment;

FIG. 159 is a block diagram that depicts the determination
of which color components are to be interpolated for a given
input pixel P, in accordance with an embodiment;

FIG. 160 is a flow chart illustrating a process for interpo-
lating a green value, in accordance with an embodiment;

FIG. 161 is a flow chart illustrating a process for interpo-
lating a red value, in accordance with an embodiment;

FIG. 162 is a flow chart illustrating a process for interpo-
lating a blue value, in accordance with an embodiment;
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FIG. 163 depicts an example of an original image scene,
which may be captured by the image sensor of the imaging
device;

FIG. 164 is a raw Bayer image which may represent the raw
pixel data captured by the image sensor;

FIG. 165 is an RGB image reconstructed using conven-
tional demosaicing techniques, and may include artifacts,
such as “checkerboard” artifacts at the edge;

FIG. 166 is an example of an image reconstructed using the
demosaicing techniques, in accordance with an embodiment;

FIG. 167 is a simplified image of a scene with a bright area
and a dark area, over which a first global gain has been applied
that causes the bright area to be washed out, in accordance
with an embodiment;

FIG. 168 is a simplified image of the scene with the bright
area and the dark area, over which a second global gain has
been applied that causes the dark area to be obscured, in
accordance with an embodiment;

FIG. 169 is a simplified tone map of the scene of FIGS. 167
and 168, which relates local gains to the bright area and the
dark area to preserve both highlight and dark image informa-
tion, in accordance with an embodiment;

FIG. 170 is a simplified image of the scene of FIGS. 167
and 168, over which local gains have been applied using the
tone map of FIG. 169, thereby preserving both highlight and
dark image information, in accordance with an embodiment;

FIG. 171 is a block diagram representing an example of
local tone mapping logic of the RGB-format processing logic
of FIG. 147, in accordance with an embodiment;

FIG. 172 is a schematic diagram of a local tone map grid of
a spatially varying lookup table of the local tone mapping
logic of FIG. 171, in accordance with an embodiment;

FIG. 173 is an illustration of 2D interpolation to obtain
values from the local tone map grid of FIG. 172, in accor-
dance with an embodiment;

FIG. 174 is a block diagram of gain computation logic of
the local tone mapping logic of FIG. 171, in accordance with
an embodiment;

FIG. 175 is a plot representing a box function used in the
gain computation logic of FIG. 174, in accordance with an
embodiment;

FIG. 176 is a diagram of a 9Hx1V group of pixels filtered
through a bilateral filter using the box function of FIG. 175, in
accordance with an embodiment;

FIG. 177 is a block diagram of pin-to-white logic of the
local tone mapping logic of FIG. 171, in accordance with an
embodiment;

FIGS. 178-180 are memory format diagrams respectively
representing memory formats for a spatially varying color
correction matrix (CCM), the spatially varying local tone
map lookup table, and both together, in accordance with an
embodiment;

FIG. 181 is a block diagram of color correction logic using
a 3D color lookup table, in accordance with an embodiment;

FIG. 182 is a diagram illustrating tetrahedral interpolation
of'values in the 3D color lookup table, in accordance with an
embodiment;

FIG. 183 is a block diagram of YCC (e.g., YCbCr) process-
ing logic of the ISP pipe processing logic of FIG. 8, in accor-
dance with an embodiment;

FIG. 184 is a block diagram of luma sharpening logic of the
YCC processing logic of FIG. 183, in accordance with an
embodiment;

FIG. 185 is a block diagram of dot detection logic of the
luma sharpening logic of FIG. 184, in accordance with an
embodiment;
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FIG. 186 is a block diagram of chroma suppression logic of
the YCC processing logic of FIG. 183, in accordance with an
embodiment;

FIG. 187 is a plot of chroma gain versus a sharp value of
luma, which may be used in a lookup table to obtain a first
attenuation factor in the chroma suppression logic of FIG.
186, in accordance with an embodiment;

FIG. 188 is a plot of chroma gain versus an unsharp value
of luma, which may be used in a lookup table to obtain a
second attenuation factor in the chroma suppression logic of
FIG. 186, in accordance with an embodiment;

FIG. 189 is a block diagram of brightness, contrast, and
color adjustment logic of the YCC processing logic of FIG.
183, in accordance with an embodiment;

FIG. 190 is a block diagram of horizontal chroma decima-
tion logic of the YCC processing logic of FIG. 183, in accor-
dance with an embodiment;

FIG. 191 is a block diagram of a first horizontal filter mode
of the horizontal chroma decimation logic of FIG. 190, in
accordance with an embodiment;

FIG. 192 is a plot representing a lancsoz filter waveform
implemented in the first horizontal filter mode of FIG. 191, in
accordance with an embodiment;

FIG. 193 is a block diagram of a second horizontal filter
mode of the horizontal chroma decimation logic of FIG. 190,
in accordance with an embodiment;

FIG. 194 is a schematic illustration of horizontal chroma
decimation using the horizontal chroma decimation logic of
FIG. 190, in accordance with an embodiment;

FIG. 195 is a block diagram of a YCC scaler with geometric
distortion correction and scaling—formatting functions, in
accordance with an embodiment;

FIG. 196 is a flowchart describing a method for geometric
distortion correction, in accordance with an embodiment;

FIG. 197 is a plot of a vertical span in total lines of pixels
used in a luminance component of the YCC scaler of FIG.
195, in accordance with an embodiment;

FIG. 198 is a plot of a vertical span in total lines of pixels
used in a chrominance component of the YCC scaler of FIG.
195, in accordance with an embodiment;

FIG. 199 is a block diagram of a line buffer module of the
YCC scaler of FIG. 195, in accordance with an embodiment;

FIGS. 200-203 are random access memory (RAM) data
formats for writing, storage in 1x4160x10 mode, storage in
2x2080x10 mode, and 4x1040x10 mode, respectively, in
accordance with an embodiment;

FIG. 204 is a block diagram of an output shifter with a
preload butfer used in the YCC scaler of FIG. 195, in accor-
dance with an embodiment;

FIG. 205 is a block diagram of a line buffer controller to
control writing in the YCC scaler of FIG. 195, in accordance
with an embodiment;

FIG. 206 is a block diagram of vertical luminance coordi-
nate generation logic to determine displacement caused by
geometric distortion, in accordance with an embodiment;

FIG. 207 is a block diagram of vertical luminance displace-
ment computation logic of the vertical luminance coordinate
generation logic of FIG. 206, in accordance with an embodi-
ment;

FIG. 208 is a block diagram of vertical luminance resam-
pling filter logic of the YCC scaler of FIG. 195, in accordance
with an embodiment;

FIG. 209 is a block diagram of horizontal luminance resa-
mpling filter logic of the YCC scaler of FIG. 195, in accor-
dance with an embodiment;
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FIG. 210 is a block diagram of horizontal chrominance
resampling filter logic of the YCC scaler of FIG. 195, in
accordance with an embodiment;

FIGS. 211-213 are block diagrams illustrating various pro-
cessing orders of the YCC scaler logic and chromanoise
reduction logic of the YCC processing logic of FIG. 183, in
accordance with an embodiment;

FIG. 214 is a block diagram of the chromanoise reduction
logic of the YCC processing logic of FIG. 183, in accordance
with an embodiment;

FIG. 215 is an example of a 3x3 pixel filter, in accordance
with an embodiment;

FIG. 216 is an example of a sparse 5x5 pixel filter enlarged
from the 3x3 pixel filter of FIG. 215, in accordance with an
embodiment;

FIGS. 217 and 218 represent a flowchart of a method for
reducing chromanoise, in accordance with an embodiment;
and

FIG. 219 is a flowchart of a method for determining a noise
threshold for the method for reducing chromanoise of FIGS.
217 and 218.

FIG. 220 is a block diagram of line buffering used in
correcting for geometric distortion, in accordance with an
embodiment;

FIG. 221 is a flowchart describing a manner of separably
correcting for geometric distortion in vertical and horizontal
scalers, in accordance with an embodiment;

FIG. 222 is a block diagram of processing image data in a
series of tiles, in accordance with an embodiment;

FIG. 223 is a block diagram of pixel data having a clipped
pixel flag, in accordance with an embodiment;

FIG. 224 is an example image having a column offset fixed
pattern noise, in accordance with an embodiment;

FIG. 225 is an example image after applying a column
offset fixed pattern noise correction, in accordance with an
embodiment;

FIG. 226 is an example image after with low frequency
portions of image data and high frequency portions of image
data, in accordance with an embodiment;

FIG. 227 is graph of noise statistics as represented by a plot
of standard deviations for portions of image data versus pixel
intensity values, in accordance with an embodiment;

FIG. 228 is an example image that has been corrected for
geometric distortion, in accordance with an embodiment; and

FIG. 229 is an example of signed image data biasing
throughout the raw processing logic of the image pipe pro-
cessing logic, in accordance with an embodiment.

DETAILED DESCRIPTION OF SPECIFIC
EMBODIMENTS

One or more specific embodiments of the present disclo-
sure will be described below. These described embodiments
are only examples of the presently disclosed techniques.
Additionally, in an effort to provide a concise description of
these embodiments, all features of an actual implementation
may not be described in the specification. It should be appre-
ciated that in the development of any such actual implemen-
tation, as in any engineering or design project, numerous
implementation-specific decisions may be made to achieve
the developers’ specific goals, such as compliance with sys-
tem-related and business-related constraints, which may vary
from one implementation to another. Moreover, it should be
appreciated that such a development effort might be complex
and time consuming, but would nevertheless be a routine
undertaking of design, fabrication, and manufacture for those
of ordinary skill having the benefit of this disclosure.



US 9,105,078 B2

13

When introducing elements of various embodiments of the
present disclosure, the articles “a,” “an,” and “the” are
intended to mean that there are one or more of the elements.
The terms “comprising,” “including,” and “having” are
intended to be inclusive and mean that there may be addi-
tional elements other than the listed elements. Additionally, it
should be understood that references to “one embodiment” or
“embodiments” of the present disclosure are not intended to
be interpreted as excluding the existence of additional
embodiments that also incorporate the recited features.

Acquired image data may undergo significant processing
before appearing as a finished image. Accordingly, the dis-
closure below will describe image processing circuitry that
can efficiently process image data. Statistics logic of the
image processing circuitry may obtain statistics associated
with an image in raw format in parallel with other image data
processing. A raw-format processing block may also process
the raw image data, using the statistics to correct fixed pattern
noise, defective pixels, recover highlights lost by the sensor,
and/or perform other operations. An RGB-format processing
block may employ a more efficient organization, better demo-
saicing, improved local tone mapping, and/or color correc-
tion to correct colors from image data from more than one
sensor vendor. AY CC-format processing block may similarly
offer amore efficient organization, as well as improved sharp-
ening, geometric distortion correction, and chromanoise
reduction. Moreover, many operations may be performed
using signed, rather than unsigned, pixel data. Using signed
pixel data may preserve image data when operations produce
interim negative pixel results, as well when a sensor produces
black level noise in the negative direction.

With this in mind, FIG. 1 is a block diagram illustrating an
example of an electronic device 10 that may process image
data using one or more of the image processing techniques
briefly mentioned above. The electronic device 10 may be any
suitable electronic device, such as a laptop or desktop com-
puter, a mobile phone, a digital media player, or the like, that
can receive and process image data. By way of example, the
electronic device 10 may be a portable electronic device, such
asamodel ofan iPod® or iPhone®, available from Apple Inc.
of Cupertino, Calif. The electronic device 10 may be a desk-
top or notebook computer, such as a model of a MacBook®,
MacBook® Pro, MacBook Air®, iMac®, Mac® Mini, or
Mac Pro®, available from Apple Inc. In other embodiments,
electronic device 10 may be a model of an electronic device
from another manufacturer that is capable of acquiring and
processing image data.

Regardless of form, the electronic device 10 may process
image data using one or more of the image processing tech-
niques presented in this disclosure. The electronic device 10
may include or operate on image data from one or more
imaging devices, such as an integrated or external digital
camera. Certain specific examples of the electronic device 10
will be discussed below with reference to FIGS. 3-6.

As shown in FIG. 1, the electronic device 10 may include
various components. The functional blocks shown in FIG. 1
may represent hardware elements (including circuitry), soft-
ware elements (including code stored on a computer-readable
medium) or a combination of both hardware and software
elements. In the example of FIG. 1, the electronic device 10
includes input/output (I/O) ports 12, input structures 14, one
or more processors 16, a memory 18, nonvolatile storage 20,
atemperature sensor 22, networking device 24, power source
26, display 28, one or more imaging devices 30, and image
processing circuitry 32. It should be appreciated, however,
that the components illustrated in FIG. 1 are provided only as
an example. Other embodiments of the electronic device 10
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may include more or fewer components. To provide one
example, some embodiments of the electronic device 10 may
not include the imaging device(s) 30. In any case, the image
processing circuitry 32 may implement one or more of the
image processing techniques discussed below. The image
processing circuitry 32 may receive image data for image
processing from the memory 18, the nonvolatile storage
device(s) 20, the imaging device(s) 30, or any other suitable
source.

Before continuing further, the reader should note that the
system block diagram of the device 10 shown in FIG. 1 is
intended to be a high-level control diagram depicting various
components that may be included in such a device 10. That is,
the connection lines between each individual component
shown in FIG. 1 may not necessarily represent paths or direc-
tions through which data flows or is transmitted between
various components of the device 10. Indeed, as discussed
below, the depicted processor(s) 16 may, in some embodi-
ments, include multiple processors, such as a main processor
(e.g., CPU), and dedicated image and/or video processors. In
such embodiments, the processing of image data may be
primarily handled by these dedicated processors, thus effec-
tively offloading such tasks from a main processor (CPU). In
addition, the image processing circuitry 32 may communi-
cate with the memory 18 directly via a direct memory access
(DMA) bus.

Considering each of the components of FIG. 1, the I/O
ports 12 may represent ports to connect to a variety of devices,
such as a power source, an audio output device, or other
electronic devices. For example, the I/O ports 12 may connect
to an external imaging device, such as a digital camera, to
acquire image data to be processed in the image processing
circuitry 32. The input structures 14 may enable user input to
the electronic device, and may include hardware keys, a
touch-sensitive element of the display 28, and/or a micro-
phone.

The processor(s) 16 may control the general operation of
the device 10. For instance, the processor(s) 16 may execute
an operating system, programs, user and application inter-
faces, and other functions of the electronic device 10. The
processor(s) 16 may include one or more microprocessors
and/or application-specific microprocessors (ASICs), or a
combination of such processing components. For example,
the processor(s) 16 may include one or more instruction set
(e.g., RISC) processors, as well as graphics processors
(GPU), video processors, audio processors and/or related
chip sets. As may be appreciated, the processor(s) 16 may be
coupled to one or more data buses for transferring data and
instructions between various components of the device 10. In
certain embodiments, the processor(s) 16 may provide the
processing capability to execute an imaging applications on
the electronic device 10, such as Photo Booth®, Aperture®,
iPhoto®, Preview®, iMovie®, or Final Cut Pro® available
from Apple Inc., or the “Camera” and/or “Photo” applications
provided by Apple Inc. and available on some models of the
iPhone®, iPod®, and iPad®.

A computer-readable medium, such as the memory 18 or
the nonvolatile storage 20, may store the instructions or data
to be processed by the processor(s) 16. The memory 18 may
include any suitable memory device, such as random access
memory (RAM) or read only memory (ROM). The nonvola-
tile storage 20 may include flash memory, a hard drive, or any
other optical, magnetic, and/or solid-state storage media. The
memory 18 and/or the nonvolatile storage 20 may store firm-
ware, data files, image data, software programs and applica-
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tions, and so forth. Such digital information may be used in
image processing to control or supplement the image process-
ing circuitry 32.

In some examples of the electronic device 10, the tempera-
ture sensor 22 may indicate a temperature associated with the
imaging device(s) 30. Since fixed pattern noise may be exac-
erbated by higher temperatures, the image processing cir-
cuitry 32 may vary certain operations to remove fixed pattern
noise depending on the temperature. The network device 24
may be a network controller or a network interface card
(NIC), and may enable network communication over a local
area network (LAN) (e.g., Wi-Fi), a personal area network
(e.g., Bluetooth), and/or a wide area network (WAN) (e.g., a
3G or 4G data network). The power source 26 of the device 10
may include a Li-ion battery and/or a power supply unit
(PSU) to draw power from an electrical outlet. The display 28
may display various images generated by device 10, such as a
GUI for an operating system or image data (including still
images and video data) processed by the image processing
circuitry 32. The display 28 may be any suitable type of
display, such as a liquid crystal display (LCD), plasma dis-
play, or an organic light emitting diode (OLED) display, for
example. Additionally, as mentioned above, the display 28
may include a touch-sensitive element that may represent an
input structure 14 of the electronic device 10.

The imaging device(s) 30 of the electronic device 10 may
represent a digital camera that may acquire both still images
and video. Each imaging device 30 may include a lens and an
image sensor capture and convert light into electrical signals.
By way of example, the image sensor may include a CMOS
image sensor (e.g., a CMOS active-pixel sensor (APS)) or a
CCD (charge-coupled device) sensor. Generally, the image
sensor of the imaging device 30 includes an integrated circuit
with an array of photodetectors. The array of photodetectors
may detect the intensity of light captured at specific locations
on the sensor. Photodetectors are generally only able to cap-
ture intensity, however, and may not detect the particular
wavelength of the captured light.

Accordingly, the image sensor may include a color filter
array (CFA) that may overlay the pixel array of the image
sensor to capture color information. The color filter array may
include an array of small color filters, each of which may
overlap a respective location—namely, a picture element, or
pixel—of the image sensor and filter the captured light by
wavelength. Thus, together, the color filter array and the
photodetectors may detect both the wavelength and intensity
of light through the lens. The resulting image information
may represent a frame of raw image data.

The color filter array may be a Bayer color filter array, an
example of which appears in FIG. 2. A Bayer color filter array
provides a filter pattern that captures 50% green elements,
25% red elements, and 25% blue elements of light reaching
the sensor. In the example of FIG. 2, 2 green elements (Gr and
Gb), 1 red element (R), and 1 blue element (B) will repeat in
the pattern shown across the full pixel array of the sensor(s) of
the imaging device(s) 30. Thus, an image sensor with a Bayer
color filter array may provide information regarding the
intensity of the light received by the imaging device 30 at the
green, red, and blue wavelengths, whereby each image pixel
records only one of the three colors (RGB). This information,
which may be referred to as “raw image data” or data in the
“raw domain,” may be processed using one or more demosa-
icing techniques to convert the raw image data into a full color
image, generally by interpolating a set of red, green, and blue
values for each pixel. As will be discussed further below, such
demosaicing techniques may be performed by the image pro-
cessing circuitry 32.

25

30

35

40

45

16

The image processing circuitry 32 may provide many other
image processing steps, as well, including defective pixel
detection and correction, fixed pattern noise reduction, lens
shading correction, image sharpening, noise reduction,
gamma correction, image enhancement, color-space conver-
sion, image compression, chroma subsampling, local tone
mapping, chroma noise reduction, image scaling operations,
and so forth. In some embodiments, the image processing
circuitry 32 may include various subcomponents and/or dis-
crete units of logic that collectively form an image processing
“pipeline” for performing each of the various image process-
ing steps. These subcomponents may be implemented using
hardware (e.g., digital signal processors or ASICs) or soft-
ware, or via a combination of hardware and software compo-
nents. The various image processing operations that may be
provided by the image processing circuitry 32 will be dis-
cussed in greater detail below.

Before continuing, it should be noted that while various
embodiments of the various image processing techniques
discussed below may use a Bayer CFA, the presently dis-
closed techniques are not intended to be limited in this regard.
Indeed, those skilled in the art will appreciate that the image
processing techniques provided herein may be applicable to
any suitable type of color filter array, including RGBW filters,
CYGM filters, and so forth.

Regardless of the particular filter employed by the sensor
of'the imaging device(s) 30, the electronic device 10 may take
any number of suitable forms. Some examples of these pos-
sible forms appear in FIGS. 3-6. Turning to FIG. 3, a note-
book computer 40 may include a housing 42, the display 28,
the I/O ports 12, and the input structures 14. The input struc-
tures 14 may include a keyboard and a touchpad mouse that
are integrated with the housing 42. Additionally, the input
structure 14 may include various other buttons and/or
switches which may be used to interact with the computer 40,
such as to power on or start the computer, to operate a GUI or
an application running on the computer 40, as well as adjust
various other aspects relating to operation of the computer 40
(e.g., sound volume, display brightness, etc.). The computer
40 may also include various /O ports 12 that provide for
connectivity to additional devices, as discussed above, such
as a FireWire® or USB port, a high definition multimedia
interface (HDMI) port, or any other type of port that is suit-
able for connecting to an external device. Additionally, the
computer 40 may include network connectivity (e.g., network
device 26), memory (e.g., memory 20), and storage capabili-
ties (e.g., storage device 22), as described above with respect
to FIG. 1.

The notebook computer 40 may include an integrated
imaging device 30 (e.g., acamera). In other embodiments, the
notebook computer 40 may use an external camera (e.g., an
external USB camera or a “webcam”) connected to one or
more of the /O ports 12 instead of or in addition to the
integrated imaging device 30. For instance, an external cam-
era may be an iSight® camera available from Apple Inc.
Images captured by the imaging device 30 may be viewed by
auser using an image viewing application, or may be used by
other applications, including video-conferencing applica-
tions, such as iChat®, and image editing/viewing applica-
tions, such as Photo Booth®, Aperture®, iPhoto®, or Pre-
view®, which are available from Apple Inc. In certain
embodiments, the depicted notebook computer 40 may be a
model of a MacBook®, MacBook® Pro, MacBook Air®, or
PowerBook® available from Apple Inc. In other embodi-
ments, the computer 40 may be portable tablet computing
device, such as a model of an iPad® from Apple Inc.
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FIG. 4 shows the electronic device 10 in the form of a
desktop computer 50. The desktop computer 50 may include
a number of features that may be generally similar to those
provided by the notebook computer 40 shown in FIG. 4, but
may have a generally larger overall form factor. As shown, the
desktop computer 50 may be housed in an enclosure 42 that
includes the display 28, as well as various other components
discussed above with regard to the block diagram shown in
FIG. 1. Further, the desktop computer 50 may include an
external keyboard and mouse (input structures 14) that may
be coupled to the computer 50 via one or more 1/O ports 12
(e.g., USB) or may communicate with the computer 50 wire-
lessly (e.g., RF, Bluetooth, etc.). The desktop computer 50
also includes an imaging device 30, which may be an inte-
grated or external camera, as discussed above. In certain
embodiments, the depicted desktop computer 50 may be a
model of aniMac®, Mac® mini, or Mac Pro®, available from
Apple Inc.

The electronic device 10 may also take the form of portable
handheld device 60, as shown in FIGS. 5 and 6. By way of
example, the handheld device 60 may be a model of an iPod®
oriPhone® available from Apple Inc. The handheld device 60
includes an enclosure 42, which may function to protect the
interior components from physical damage and to shield them
from electromagnetic interference. The enclosure 42 also
includes various user input structures 14 through which a user
may interface with the handheld device 60. Each input struc-
ture 14 may control various device functions when pressed or
actuated. As shown in FIG. 5, the handheld device 60 may
also include various I/O ports 12. For instance, the depicted
1/0O ports 12 may include a proprietary connection port 12a
for transmitting and receiving data files or for charging a
power source 26 and an audio connection port 1256 for con-
necting the device 60 to an audio output device (e.g., head-
phones or speakers). Further, in embodiments where the
handheld device 60 provides mobile phone functionality, the
device 60 may include an I/O port 12¢ for receiving a sub-
scriber identify module (SIM) card.

The display device 28 may display images generated by the
handheld device 60. For example, the display 28 may display
system indicators 64 that may indicate device power status,
signal strength, external device connections, and so forth. The
display 28 may also display a GUI 52 that allows a user to
interact with the device 60, as discussed above with reference
to FIG. 4. The GUI 52 may include graphical elements, such
as the icons 54 which may correspond to various applications
that may be opened or executed upon detecting a user selec-
tion of a respective icon 54. By way of example, one of the
icons 54 may represent a camera application 66 that may
allow a user to operate an imaging device 30 (shown in
phantom lines in FIG. 5). Referring briefly to FIG. 6, a rear
view of the handheld electronic device 60 depicted in FIG. 5
is illustrated, which shows the imaging device 30 integrated
with the housing 42 and positioned on the rear of the handheld
device 60.

As mentioned above, image data acquired using the imag-
ing device 30 or elsewhere may be processed using the image
processing circuitry 32, which may include hardware (e.g.,
disposed within the enclosure 42) and/or software stored on
one or more storage devices (e.g., memory 18 or nonvolatile
storage 20) of the device 60. Images acquired using the cam-
era application 66 and the imaging device 30 may be stored on
the device 60 (e.g., in the nonvolatile storage 20) and may be
viewed at a later time using a photo viewing application 68.

The handheld device 60 may also include various audio
input and output elements. For example, the audio input/
output elements, depicted generally by reference numeral 70,
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may include an input receiver, such as one or more micro-
phones. The audio input/output elements 70 may include one
or more output transmitters. Such output transmitters may
include one or more speakers that may output sound from a
media player application 72. In some embodiments (e.g.,
those in which the handheld device 60 includes a cell phone
application), an additional audio output transmitter 74 may be
provided, as shown in FIG. 5. Like the output transmitters of
the audio input/output elements 70, the output transmitter 74
may also include one or more speakers to transmit audio
signals to a user, such as voice data received during a tele-
phone call.

Having provided some context with regard to possible
forms that the electronic device 10 may take, the present
discussion will now focus on the image processing circuitry
32 shown in FIG. 1. As mentioned above, the image process-
ing circuitry 32 may be implemented using hardware and/or
software components, and may include various processing
units that define an image signal processing (ISP) pipeline.
First, a general discussion of the operation of the various
functional components of image processing circuitry 32 will
be provided with reference to FIG. 7. More specific descrip-
tion of the components of the image processing circuitry 32
will be further provided below.

Referring to FIG. 7, the image processing circuitry 32 may
include image signal processing (ISP) pipe logic 80, pixel
scale and offset logic 82, control logic 84, and a back-end
interface 86. To avoid processing image data from the imag-
ing device 30 through some form of front-end image process-
ing before processing the image data in the ISP pipe process-
ing logic 80, the ISP pipe processing logic 80 may include
image processing logic that may obtain image statistics in
parallel with other image processing logic that may process
image data to obtain a final processed image. The image
statistics may be used to determine one or more control
parameters for the ISP pipe logic 82 and/or the imaging
device 30, as well as suitable software that may perform
subsequent image processing on the image data.

The ISP pipe processing logic 80 may capture image data
from an image sensor input signal. For instance, as shown in
FIG. 7, the imaging device 30 may include lens(es) 88 and
corresponding image sensor(s) 90. The image sensor(s) 90
may include a color filter array (e.g., a Bayer filter, such as
that shown in FIG. 2) to capture both light intensity and
wavelength information. This raw image data from the image
sensor(s) 90 may be output 92 to a sensor interface 94. The
sensor interface 94 may provide the raw image data 96 to the
ISP pipe processing logic 80 via the scale and offset logic 82.
By way of example, the sensor interface 94 may use a Stan-
dard Mobile Imaging Architecture (SMIA) interface or other
serial or parallel camera interfaces, or some combination
thereof. In certain embodiments, the ISP pipe processing
logic 80 may operate within its own clock domain and may
provide an asynchronous interface to the sensor interface 94
to support image sensors of different sizes and timing require-
ments. The sensor interface 94 may include, in some embodi-
ments, a sub-interface on the sensor side (e.g., sensor-side
interface) and a sub-interface on the ISP pipe processing logic
80 side, with the sub-interfaces forming the sensor interface
94. The sensor interface 94 may also provide the raw image
data (shown as numeral 98) directly to picture memory 100,
which may represent part of the memory 18 accessible via
direct memory access (DMA).

The raw image data 96 may take any of a number of
formats. For instance, each image pixel may have a bit-depth
of 8, 10, 12, 14, or 16 bits. Various examples of memory
formats showing how pixel data may be stored and addressed
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in memory are discussed in further detail below. The scale and
offset logic 82 may convert the raw image data 96 from the
sensor interface 94 into a signed, rather than unsigned, value.
Processing the raw image data 96 in a signed format, rather
than merely clipping the raw image data 96 to an unsigned
format, may preserve image information that would other-
wise be lost. To provide a brief example, noise on the image
sensor(s) 90 may occur in a positive or negative direction. In
other words, some pixels that should represent a particular
light intensity may have values of a particular value, others
may have noise resulting in values greater than the particular
value, and still others may have noise resulting in values less
than the particular value. When an area of the image sensor(s)
90 captures little or no light, sensor noise may increase or
decrease individual pixel values such that the average pixel
value is about zero. If only noise occurring in a negative
direction is discarded, however, the average black color could
rise above zero and would produce grayish-tinged black
areas. Since the ISP pipe processing logic 80 may use signed
image data, rather than merely clipping the negative noise
away, the ISP pipe processing logic 80 may more accurately
render dark black areas in images.

The ISP pipe processing logic 80 may process the raw
image data 96 on a pixel-by-pixel basis. The ISP pipe pro-
cessing logic 80 may perform one or more image processing
operations on the raw image data 96 and collect statistics
about the image data 96. The ISP pipe processing logic 80
may perform image processing using signed 17-bit data, and
may collect statistics in 16-bit or 8-bit precision. In some
embodiments, the ISP pipe processing logic 80 may collect
statistics at a precision of 8-bits, raw pixel at a higher bit-
depth may be down-sampled first to an 8-bit format. As may
be appreciated, down-sampling to 8-bits may reduce hard-
ware size (e.g., area) and also reduce processing resources
(e.g., power). Collecting statistics in 16-bit precision, how-
ever, may produce image statistics both more accurate and
more precise.

The ISP pipe processing logic 80 may also receive pixel
data from the memory 100. As mentioned above and shown
by reference numeral 98, the sensor interface 94 may send
raw pixel data from the sensor(s) 90 to the memory 100. The
raw pixel data stored in the memory 100 may be provided to
the ISP pipe processing logic 80 for processing at another
time. When the raw pixel data is provided via the memory
100, the scale and offset logic 82 may convert the raw pixel
data to signed 17-bit pixel data 102. Upon receiving the raw
image data from the sensor interface 94 or the memory 100,
the ISP pipe processing logic 80 may perform various image
processing operations, which will be discussed in greater
detail below. In addition, the ISP pipe processing logic 80
may transfer signed 17-bit pixel data 102 in various stages of
processing back to the memory 100 via the scale and offset
logic 82. The ISP pipe processing logic 80 may also transfer
and receive certain unsigned image data 104 (e.g., processed
image data) to and from the memory 100, as will be discussed
further below.

Moreover, throughout image processing, the control logic
84 may control various operations of image processing cir-
cuitry 32 (e.g., shifting pixel data into and out of the ISP pipe
processing logic 80) via control signals 106. The control logic
84 may also control the operation of the imaging device(s) 30
(e.g., integration time to avoid flicker caused by certain types
of interior lighting) via control signals 108. The control logic
84 may rely on statistical data determined by the ISP pipe
processing logic 80. Such statistical data may include, for
example, image sensor statistics relating to auto-exposure,
auto-white balance, auto-focus, flicker detection, black level
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compensation (BLC), lens shading correction, and so forth.
The control logic 84 may include a processor and/or micro-
controller configured to execute one or more routines (e.g.,
firmware) that may determine, based upon the statistical data
102, the control signals 106 and 108. By way of example, the
control signals 106 may include gain levels and color correc-
tion matrix (CCM) coefficients for auto-white balance and
color adjustment (e.g., during RGB processing), as well as
lens shading correction parameters which, as discussed
below, may be determined based upon white point balance
parameters. The control signals 108 may include sensor con-
trol parameters (e.g., gains, integration time for exposure
control), camera flash control parameters, lens control param-
eters (e.g., focal length for focusing or zoom), or a combina-
tion of such parameters. In some embodiments, the control
logic 84 may also analyze historical statistics, which may be
stored on the electronic device 10 (e.g., in memory 18 or
storage 20).

The ISP pipe processing logic 80 may output processed
image data to the memory 100 (e.g., numeral 104) or to the
ISP back-end interface 86 (e.g., numeral 110). The ISP back-
end interface 86 may alternatively receive image data from
the memory 100. In either case, the ISP back-end logic 86
may pass image data to other blocks for post-processing
operations. For example, the ISP back-end interface 86 may
pass the image data to other logic to detect certain features,
such as faces, in the image data. Facial detection data may be
fed to statistics processing components of the ISP pipe pro-
cessing logic 80 as feedback data for auto-white balance,
auto-focus, flicker, and auto-exposure statistics, as well as
other suitable logic that may benefit from facial detection
logic.

In further embodiments, the feature detection logic may
also be configured to detect the locations of corners of objects
in the image frame. This data may be used to identify the
location of features in consecutive image frames in order to
determine an estimation of global motion between frames,
which may be used to perform certain image processing
operations, such as image registration. In one embodiment,
the identification of corner features and the like may be par-
ticularly useful for algorithms that combine multiple image
frames, such as in certain high dynamic range (HDR) imaging
algorithms, as well as certain panoramic stitching algorithms.

The ISP back-end interface 86 may output post-processed
image data (e.g., numeral 114) to an encoder/decoder 116 to
encode the image data. The encoded image data may be stored
and then later decoded (e.g., numeral 118) to be displayed on
the display 28. By way of example, the compression engine or
“encoder” 116 may be a JPEG compression engine for encod-
ing still images, an H.264 compression engine for encoding
video images, or any other suitable compression engine, as
well as a corresponding decompression engine to decode
encoded image data. Additionally or alternatively, the ISP
back-end interface 86 may output the post-processed image
data (e.g., numeral 120) to the display 28. Additionally or
alternatively, output from the ISP pipe processing logic 80 or
the ISP back-end interface 86 may be stored in memory 100.
The display 28 may read the image data from the memory 100
(e.g., numeral 122).

Overview of the ISP Pipe Processing Logic

A general organization of the ISP pipe processing logic 80
appears in FIG. 8. It should be appreciated that the ISP pipe
processing logic 80 may receive image data from one of
several different direct memory access (DMA) sources (illus-
trated as S0-S7) to one of several different DMA destinations
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(illustrated as DO-D7). A specific discussion about the rela-
tionship between each DMA source SO-S7 and destination
DO0-D7 will appear further below.

As shown in FIG. 8, two sensors 90a and 905 may provide
raw image data through respective sensor interfaces 94a (also
referred to as Sif0, Sens0, or SO) and 946 (also referred to as
Sif1, Sens1, or S1) to input queues 130a and 1305. The sensor
interfaces 94a and 945 represent two sources of pixel data that
may be supplied to the ISP pipe processing logic 80. Specifi-
cally, the sensor interface 94a may be referred to as a source
S0 and the sensor interface 945 may be referred to as a source
S1. Raw image data from the sensor interface 94a (SO) or the
sensor interface 945 (S1) may be stored in the memory 100
(destinations DO or D1, respectively) or provided directly to
the components of the ISP pipe processing logic 80. It should
be appreciated that raw image data stored in the memory 100
may be provided to the components of the ISP pipe process-
ing logic 80 at a later time.

Thus, raw image data from the sensor interfaces 94a (S0) or
945 (S1) or from the memory 100 (e.g., via DMA sources S2
or S3) may be transferred to a statistics logic 140a (referred to
as a DMA destination D2) or a statistics logic 1405 (referred
to as a DMA destination D3). The statistics logic 140a and
1405 may determine sets of statistics that may relate to auto-
exposure, auto-white balance, auto-focus, flicker detection,
black level compensation, lens shading correction, local tone
mapping and highlight recovery, fixed pattern noise reduc-
tion, and so forth. In certain embodiments, when only one of
the sensors 90a or 904 is actively acquiring images, the image
data may be sent to both the statistics logic 140a and the
statistics logic 1405 if additional statistics are required. To
provide one brief example, if both the statistics logic 140a and
the statistics logic 1405 are available, the statistics logic 140a
may be used to collect statistics for one color space (e.g.,
RGB), and the statistics logic 1405 may be used to collect
statistics for another color space (e.g., YCbCr). Thus, if
desired, the statistics logic 140a and 1405 may operate in
parallel to collect multiple sets of statistics for each frame of
image data acquired by inactive sensor 90a or 905.

In the example of FIG. 8, the two statistics logic 140a and
1404 are essentially identical. As used herein, the statistics
logic 140a may be referred to as StatsPipeO or DMA desti-
nation D2 and the statistics logic 1406 may be referred to as
StastPipel or DMA destination D3. Each may receive image
data from one of several sources (S0-S3), as conceptually
illustrated by respective selection logic 142a and 1425b. The
statistics logic 140a and 1405 also include respective image
processing logic 144a and 1445 to process pixel data before
reaching a statistics core 146a or 1465. The statistics core
146a or 1465 may collect image statistics using the image
data processed through the image processing logic 144a or
1445 and/or using raw image data that has not been processed
by the image processing logic 144a or 1445.

The ISP pipe processing logic 80 may also include several
image processing blocks, some of which may operate in
parallel with the statistics logic 140a and 1405. For example,
a raw block 150 (also referred to as RAWProc or DMA
destination D4) also may receive one of several possible raw
image data signals via selection logic 152 and may process
the raw image data using raw image processing logic 154. The
raw image processing logic 154 may perform several raw
image data processing operations, including sensor lineariza-
tion (SLIN), black level compensation (BLC), fixed pattern
noise reduction (FPNR), temporal filtering (TF), defective
pixel correction (DPC), collection of additional noise statis-
tics (NS), spatial noise filtering (SNF), lens shading correc-
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tion (LSC), white balance gain (WBG), highlight recovery
(HR), and/or raw scaling (RSCL).

The output of the raw block 150 may be stored in the
memory 100 or continue to an RGB-format processing block
160 (also referred to as RgbProc or DMA destination DS).
The RGB block 160 may receive one of two image data
signals via selection logic 162, which may be processed by
RGB image processing logic 164. The RGB image process-
ing logic 164 may perform several image data processing
operations, including demosaicing (DEM) to obtain RGB-
format image data from raw image data. Having obtained
RGB-format image data, the RGB image processing logic
164 may perform local tone mapping (LTM); color correction
using a color correction matrix (CCM); color correction using
a three-dimensional color lookup table (CLUT); gamma/de-
gamma (GAM); gain, offset, and clipping (GOC); and/or
color space conversion (CSC), producing image data in a
YCC format (e.g., YCbCr or YUV).

The output of the RGB block 160 may be stored in the
memory 100 or may continue to be processed by a YCC-
format image processing block 170 (also referred to as
YCCProc or DMA destination D6). The YCC block 170 may
receive one of two possible signals via selection logic 172.
The YCC block 170 may perform certain YCC-format image
processing using YCC image processing logic 174. The YCC
image processing logic 174 may perform, for example, color
space conversion (CSC); Y sharpening and/or chroma sup-
pression (YSH); dynamic range compression (DRC); bright-
ness, contrast, and color adjustment (BCC); gamma/de-
gamma (GAM); horizontal decimation (HDEC); YCC
scaling and/or geometric distortion correction (SCL); and/or
chromanoise reduction (CNR). The output of the YCC block
170 may be stored in the memory 100 (e.g., in separate
luminance (Y) and chrominance (C) channels), or may con-
tinue to a backend interface block 180 (also referred to as
BEIF or DMA destination D7).

The backend interface block 180 may alternatively receive
image data from the memory 100 (conceptually illustrated by
a selection logic 182), supplying the image data to a backend
interface (BEIF) 184. The ISP pipe processing logic 80 can
forward the processed pixel data stream to additional process-
ing logic through the backend interface (BEIF) 184. The
backend interface (BEIF) may be a YCbCr4:2:2 10-bit-per-
component interface, where Cb and Cr data are interleaved
every other luma (Y) sample. The total width of the interface
thus may be 20 bits with chroma stored in bits 0-9 and luma
stored in bits 10-19 (e.g., YOCbO0, Y1Cr1,Y2Cb2,Y3Cr3, and
so forth). Each pixel sample also may have an associated data
valid signal.

As can be seenin FIG. 8, eight asynchronous DMA sources
of'data (S0-S7) may provide image data to components of the
ISP type processing logic 80 to eight DMA destinations (DO-
D7). Namely, the sources may include: (S0), a direct input
from the sensor interface 94a; (S1), a direct input from the
sensor interface 94b; (S2), Sensor0 90a data input or other
raw image data from the memory 100; (S3), Sensorl data
input or other raw image data from the memory 100; (S4), raw
image data retrieved from the memory 100 (also referred to as
RawProcInDMA); (S5), raw image data or RGB-format
image data retrieved from the memory 100 (also referred to as
RgbProcInDMA); (S6), RGB-format image data retrieved
from the memory 100 (also referred to as YccProcInDMA);
and (S7), YCC-format image data retrieved from the memory
100 (also referred to as BEIFDMA). The destinations may
include: (D0), a DMA destination to the memory 100 for
image data obtained by Sensor0 90a (also referred to as
SifODMA); (D1), a DMA destination in the memory 100 for
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image data obtained by Sensorl 905 (also referred to as
Sif1IDMA); (D2), the first statistics logic 140qa (also referred
to as StatsPipe0); (D3), the second statistics logic 1405 (also
referred to as StatsPipel); (D4), a DMA destination to the raw
block 150 (also referred to as RAWProc); (DS), the RGB
block 160 (also referred to as RgbProc); (D6), the YCC block
170 (also referred to as YCCProc); and (D7), the back-end
interface block 180 (also referred to as BEIF). Only certain
DMA destinations may be valid for a particular source, as
generally shown in Table 1 below:

TABLE 1

5

24

response to the capture event, thus compensating for any such
lag and providing a more complete set of image data.

A control unit 190 may control the operation of the ISP
pipe processing logic 80. The control unit 190 may initialize
and program control registers 192 (also referred to as “go
registers”) to facilitate processing an image frame and to
select appropriate register bank(s) to update double-buftered
data registers. In some embodiments, the control unit 190
may also provide memory latency and quality of service
(QOS) information. Further, the control unit 190 may also

Example of ISP pipe processing logic 80 valid destinations DO-D7 for each source S0-S7

SifODMA  SifIDMA  StatsPipe0 StatsPipel RAWProc RgbProc YCCProc BEIF

(D0) (D1) (D2) (D3) (D4)

D3) De) (D7)

SensO

(80)

Sensl

(81)
SensODMA

(82)

Sens1 DMA
(83)
RawProcinDMA
(84)
RgbProcinDMA
(85)
YeeProcinDMA
(86)
BEIFDMA

(87

X X X X

X X
X X
X X

LT T

X X X

LT
T T R
T T T

Thus, for example, image data from Sensor0 90a (S0) may
be transferred to destination DO in the memory 100 (but not
destination D1), to the first statistics logic 140a (D2) or the
second statistics logic 14056 (D3), or to the raw block 150
(D4). By extension, through the raw block 150, the image data
from Sensor0 90a (SO) may be provided to the RGB block
160 (D5), the YCC block 170 (D6), or the backend interface
block 180 (D7). Similarly, as shown in Table 1, sources S2
and S3 may provide image data to destinations D2, D3, D4,
D5, D6, or D7, but not DO or D1.

The scale and offset logic 82 also appears in FIG. 8. The
scale and offset logic 82 may represent any suitable functions
to programmably scale and/or offset input pixel data from an
unsigned format to a signed format. In particular, in some
embodiments, the scale and offset logic 82 represents func-
tions implemented in DMA input and output channels to
convert pixel data. Thus, it should be appreciated that the
scale and offset logic may or may not convert image data,
depending on the input pixel format and/or the format of the
image data processed by the individual processing blocks.
The operation of the scale and offset logic 82 is described in
greater detail below with reference to FIGS. 40-43 below.

It should also be noted that the presently illustrated
embodiment may allow the ISP pipe processing logic 80 to
retain a certain number of previous frames (e.g., 5 frames) in
memory. For example, due to a delay or lag between the time
a user initiates a capture event (e.g., transitioning the image
system from a preview mode to a capture or a recording mode,
or even by just turning on or initializing the image sensor)
using the image sensor to when an image scene is captured,
not every frame that the user intended to capture may be
captured and processed in substantially real-time. Thus, by
retaining a certain number of previous frames in memory 100
(e.g., from a preview phase), these previous frames may be
processed later or alongside the frames actually captured in
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control dynamic clock gating, which may be used to disable
clocks to one or more portions of the ISP pipe processing
logic 80 when there is not enough data in the input queue 130
from an active sensor.

General Principles of Operation

Using the “go registers” mentioned above, the control unit
190 may control the manner in which various parameters for
each of the processing units are updated. Generally, image
processing in the ISP pipe processing logic 80 may operate on
aframe-by-frame basis. As discussed above with reference to
Table 1, the input to the processing units may be from the
sensor interface (SO or S1) or from memory 100 (e.g., S2-S7).
Further, the processing units may employ various parameters
and configuration data, which may be stored in corresponding
data registers. In one embodiment, the data registers associ-
ated with each processing unit or destination may be grouped
into blocks forming a register bank group. In the example of
FIG. 8, several register bank groups may have block address
space, certain of which may be duplicated to provide two
banks of registers. Only the registers that are double buffered
are instantiated in the second bank. If a register is not double
buffered, the address in the second bank may be mapped to
the address of the same register in the first bank.

For registers that are double buffered, registers from one
bank are active and used by the processing units while the
registers from the other bank are shadowed. The shadowed
register may be updated by the control unit 190 during the
current frame interval while hardware is using the active
registers. The determination of which bank to use for a par-
ticular processing unit at a particular frame may be specified
by a “NextDestBk” (next bank) field in a go register corre-
sponding to the source providing the image data to the pro-
cessing unit. Essentially, NextDestBk is a field that allows the
control unit 190 to control which register bank becomes
active on a triggering event for the subsequent frame.
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Before discussing the operation of the go registers in detail,
FIG. 9 provides a general flowchart 200 for processing image
data on a frame-by-frame basis in accordance with the present
techniques. The flowchart 200 may begin when the destina-
tion processing units (e.g., D2-D7) targeted by a data source
(e.g., SO-S7) enter an idle state (block 202). This may indicate
that processing for the current frame is completed and, there-
fore, the control unit 190 may prepare for processing the next
frame. For instance, programmable parameters for each des-
tination processing unit next may be updated (block 204).
This may include, for example, updating the NextDestBk
field in the go register corresponding to the source, as well as
updating any parameters in the data registers corresponding
to the destination units. Thereafter, a triggering event may
place the destination units into a run state (block 206). Each
destination unit targeted by the source then may complete its
processing operations for the current frame (block 208), and
the process may flow to block 202 to begin processing the
next frame.

FIG. 10 depicts a block diagram view showing two banks
of data registers 210 and 212 that may be used by the various
destination units of the ISP-front end. For instance, Bank 0
(210) may include the data registers 1-n (2104-2104), and
Bank 1 (212) may include the data registers 1-n (212a-2124).
As discussed above, the embodiment shown in FIG. 10 may
use a register bank (Bank 0) having any suitable number of
register bank groups. Thus, in such embodiments, the register
block address space of each register is duplicated to provide a
second register bank (Bank 1).

FIG. 10 also illustrates go register 214 that may correspond
to one of the sources. As shown, the go register 214 includes
a “NextDestVId” field 216, the above-mentioned “Next-
DestBk” field 218, and a “NextSrcBk” field 219. These fields
may be programmed before beginning to process the current
frame. Particularly, NextDestV1d may indicate the destina-
tion(s) to where data from the source is to be sent. As dis-
cussed above, NextDestBk may indicate a corresponding data
register from either BankO or Bankl for each destination
targeted, as indicated by NextDestV1d. NextSrcBk may indi-
cate the source bank from which to obtain data (Bank0 or
Bank1). Though not shown in FIG. 10, the go register 214
may also include an arming bit, referred to herein as a “go bit,”
which may be set to arm the go register. When a triggering
event 226 for a current frame is detected, NextDestV1d, Next-
DestBk, and NextSrcBk may be copied into a “CurrDestV1d”
field 222, a “CurrDestBk” field 224, and a “CurrSrcBk” field
225 ofa corresponding current or “active” register 220. Inone
embodiment, the current register(s) 220 may be read-only
registers that may set by hardware, while remaining inacces-
sible to software commands within the ISP pipe processing
logic 80.

As may be appreciated, for each DMA source S0-S7, a
corresponding go register may be provided. The control unit
190 may use the go registers to control the sequencing of
frame processing within the ISP pipe processing logic 80.
Each source may be configured to operate asynchronously
and can send data to any of its valid destinations. Further, it
should be understood that for each destination, generally only
one source may be active during a current frame.

With regard to the arming and triggering of the go register
214, asserting an arming bit or “go bit” in the go register 214
arms the corresponding source with the associated Next-
DestV1ld and NextDestBk fields. For triggering, various
modes are available depending on whether the source input
data is read from the memory 100 (e.g., S2-S7) or whether the
source input data is from a sensor interface 94 (e.g., SO or S1).
For instance, if the input is from the memory 100, the arming
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of'the go bit itself may serve as the triggering event, since the
control unit 190 has control over when data is read from the
memory 100. If the image frames are being input by the
sensor interface 94, the triggering event may depend on the
timing at which the corresponding go register is armed rela-
tive to when data from the sensor interface 94 is received. In
accordance with the present embodiment, three different
techniques for triggering timing from a sensor interface 94
input are shown in FIGS. 11-13.

Referring first to FIG. 11, a first scenario is illustrated in
which triggering occurs once all destinations targeted by the
source transition from a busy or run stateto an idle state. Here,
a data signal VVALID (228) represents an image data signal
from a source. The pulse 230 represents a current frame of
image data, the pulse 236 represents the next frame of image
data, and the interval 232 represents a vertical blanking inter-
val (VBLANK) 232 (e.g., represents the time differential
between the last line of the current frame 230 and the next
frame 236). The time differential between the rising edge and
falling edge of the pulse 230 represents a frame interval 234.
Thus, in FIG. 11, the source may be configured to trigger
when all targeted destinations have finished processing
operations on the current frame 230 and transition to an idle
state. In this scenario, the source is armed (e.g., by setting the
arming or “go” bit) before the destinations complete process-
ing so that the source can trigger and initiate processing of the
next frame 236 as soon as the targeted destinations go idle.
During the vertical blanking interval 232 the processing units
may be set up and configured for the next frame 236 using the
register banks specified by the go register corresponding to
the source before the sensor input data arrives. By way of
example, read buffers used by the ISP pipe processing logic
80 may be filled before the next frame 236 arrives. In this
case, shadowed registers corresponding to the active register
banks may be updated after the triggering event, thus allow-
ing for a full frame interval to setup the double-buffered
registers for the next frame (e.g., after frame 236).

FIG. 12 illustrates a second scenario in which the source is
triggered by arming the go bit in the go register corresponding
to the source. Under this “trigger-on-go” configuration, the
destination units targeted by the source are already idle and
the arming of the go bit is the triggering event. This triggering
mode may be used for registers that are not double-buffered
and, therefore, are updated during vertical blanking (e.g., as
opposed to updating a double-buffered shadow register dur-
ing the frame interval 234).

FIG. 13 illustrates a third triggering mode in which the
source is triggered upon detecting the start of the next frame,
i.e., arising VSYNC. However, it should be noted that in this
mode, if the go register is armed (by setting the go bit) after
the next frame 236 has already started processing, the source
will use the target destinations and register banks correspond-
ing to the previous frame, since the CurrDestV1d and Cur-
rDestBk fields are not updated before the destination start
processing. This leaves no vertical blanking interval for set-
ting up the destination processing units and may potentially
result in dropped frames, particularly when operating in a
dual sensor mode. It should be noted, however, that this mode
may nonetheless result in accurate operation if the image
processing circuitry 32 is operating in a single sensor mode
that uses the same register banks for each frame (e.g., the
destination (NextDestV1d) and register banks (NextDestBk)
do not change).

Referring now to FIGS. 14 and 16, control registers 214 (a
“go register”) and 220 (a “current read-only register”) are
respectively illustrated in more detail. The go register 214
includes an arming “go” bit 238, as well as the NextDestV1d
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field 216, the NextDestBk field 218, and the NextSrcBk field
219. The current read-only register 220 includes the Cur-
rDestV1d field 222, the CurrDestBk field 224, and the
CurrSrcBk field 225. It should be appreciated that the current
read-only register 220 represents a read-only register that
may indicate the current valid destinations and bank numbers.

As discussed above, each source (S0-S7) of the ISP pipe
processing logic 80 may have a corresponding go register
214. In one embodiment, the go bit 238 may be a single-bit
field. The go register 214 may be armed by setting the go bit
238 to 1, for example. The NextDestV1d field 216 may con-
tain a number of bits corresponding to the number of desti-
nations in the ISP pipe processing logic 80. For instance, in
the embodiment shown in FIG. 8, the ISP pipe processing
logic 80 includes eight destinations D0-D7. Thus, the go
register 214 may include eight bits in the NextDestV1d field
216, with one bit corresponding to each destination. Targeted
destinations in the NextDestV1d field 216 may be set to 1.
Similarly, the NextDestBk field 216 may contain a number of
bits corresponding to the number of data registers in the ISP
pipe processing logic 80. For instance, the embodiment of the
ISP pipe processing logic 80 shown in FIG. 8 may include
eight sources S0-S7. Accordingly, the NextDestBk field 218
may include eight bits, with one bit corresponding to each
source register. Source registers corresponding to Bank 0 and
1 may be selected by setting their respective bit values to O or
1, respectively. Thus, using the go register 214, the source,
upon triggering, knows precisely which destination units are
to receive frame data, and which source banks are to be used
for configuring the targeted destination units.

Additionally, to support the dual sensor configuration of
the illustrated embodiments, the ISP pipe processing logic 80
may operate in a single sensor configuration mode (e.g., only
one sensor is acquiring data) and/or a dual sensor configura-
tion mode (e.g., both sensors are acquiring data). In a typical
single sensor configuration, input data from a sensor interface
94, such as Sens0 (S0), is sent to StatsPipe0 (D2) (for statis-
tics processing) and RAWProc (D4) (for pixel processing). In
addition, sensor frames may also be sent to memory 100 (e.g.,
DO) for future processing, as discussed above.

An example of how the NextDestV1d fields corresponding
to each source of the ISP pipe processing logic 80 may be
configured when operating in a single sensor mode is
depicted below in Table 2.

TABLE 2
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As mentioned above with reference to Table 1, the ISP pipe
processing logic 80 may be configured such that only certain
destinations are valid for a particular source. Thus, the desti-
nations in Table 2 marked with “N/A” or “0” are intended to
indicate that the ISP pipe processing logic 80 is not config-
ured to allow a particular source to send frame data to that
destination. For such destinations, the bits of the Next-
DestV1d field of the particular source corresponding to that
destination may always be 0. It should be understood, how-
ever, that this is merely one embodiment and, indeed, in other
embodiments, the ISP pipe processing logic 80 may be con-
figured such that each source is capable of targeting each
available destination unit.

The configuration shown above in Table 2 represents a
single sensor mode in which only Sensor0 90q is providing
frame data. For instance, the SensOGo register indicates des-
tinations as being SHODMA, StatsPipe0, RAWProc, Rgb-
Proc, and YCCProc. Thus, when triggered, each frame of the
SensorQ image data, is sent to these destinations (where data
is sent to RgbProc and YCCProc by way of RAWProc). As
discussed above, SIHODMA may store frames in memory 100
for later processing, StatsPipe0 may perform statistics collec-
tion, and RAWProc, RgbProc, and YCCProc may process the
image data using the statistics from the StatsPipe0. Further, in
some configurations where additional statistics are desired
(e.g., statistics in different color spaces), StatsPipel may also
be enabled (corresponding NextDestV1d set to 1) during the
single sensor mode. In such embodiments, the Sensor0 frame
data is sent to both StatsPipeO and StatsPipel. Further, as
shown in the present embodiment, only a single sensor inter-
face (e.g., SensO or alternatively Sen0) is the only active
source during the single sensor mode.

With this in mind, FIG. 16 provides a flowchart depicting a
method 240 for processing frame data in the ISP pipe pro-
cessing logic 80 when only a single sensor is active (e.g.,
Sensor 0). While the method 240 illustrates in particular the
processing of Sensor(Q frame data by The ISP pipe processing
logic 80 as an example, it should be understood that this
process may be applied to any other source and corresponding
destination unit in the ISP pipe processing logic 80. Begin-
ning at block 242, Sensor0 begins acquiring image data and
sending the captured frames to the ISP pipe processing logic
80. The control unit 190 may initialize programming of the go
register corresponding to SensO (the Sensor(Q interface) to

NextDestVId per source example: Single sensor mode

SifODMA  SifIDMA  StatsPipe0 StatsPipel RAWProc RgbProc YCCProc BEIF

(DO) (D1) (D2) (D3) (D4) (D3) (D6) (D7)
Sens0 1 N/A 1 0 1 1 1 0
(80)
Sens1 N/A 0 0 0 0 0 0 0
(81)
SensODMA N/A N/A 0 N/A 0 0 0 0
(82)
SensIDMA N/A N/A N/A 0 0 0 0 0
(83)
RawProcinDMA N/A N/A N/A N/A 0 0 0 0
(84)
RgbProcinDMA N/A N/A N/A N/A N/A 0 0 0
(85)
YeeProcinDMA N/A N/A N/A N/A N/A N/A 0 0
(86)
BEIFDMA N/A N/A N/A N/A N/A N/A N/A 0

(87)
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determine target destinations (including RAWProc) and what
bank registers to use, as shown at block 244. Thereafter,
decision logic 246 determines whether a source triggering
event has occurred. As discussed above, frame data input
from a sensor interface may use different triggering modes
(FIGS. 11-13). If a trigger event is not detected, the process
240 continues to wait for the trigger. Once triggering occurs,
the next frame becomes the current frame and is sent to
RAWProc (and other target destinations) for processing at
block 248. RAWProc may be configured using data param-
eters based on a corresponding data register specified in the
NextDestBk field of the SensOGo register. After processing of
the current frame is completed at block 250, the method 240
may return to block 244, at which the SensOGo register is
programmed for the next frame.

When both Sensor0 and Sensor1 of the ISP pipe processing
logic 80 are both active, statistics processing remains gener-
ally straightforward, since each sensor input may be pro-
cessed by a respective statistics logic, StatsPipe0 and
StatsPipel. However, because the illustrated embodiment of
the ISP pipe processing logic 80 provides only a single pixel
processing pipeline (RAWProc to RgbProc to YCCProc),
RAWProc, RgbProc, and YCCProc may be configured to
alternate between processing frames corresponding to Sen-
sorQ input data and frames corresponding to Sensorl input
data. As may be appreciated, the image frames are read from
RAWProc in the illustrated embodiment to avoid a condition
in which image data from one sensor is processed in real-time
while image data from the other sensor is not processed in
real-time. For instance, as shown in Table 3 below, which
depicts one possible configuration of NextDestV1d fields in
the go registers for each source when the ISP pipe processing
logic 80 is operating in a dual sensor mode, input data from
each sensor is sent to memory (SIfTODMA and SIf1DMA) and
to the corresponding statistics processing unit (StatsPipe0
and StatsPipel).

TABLE 3

10

15

20

25

30

30

With this in mind, FIG. 16 depicts a method 252 for pro-
cessing frame data in the ISP pipe processing logic 80 having
two sensors acquiring image data simultaneously. At block
254, both Sensor0 and Sensorl begin acquiring image
frames. As may be appreciated, SensorQ and Sensorl may
acquire the image frames using different frame rates, resolu-
tions, and so forth. At block 256, the acquired frames from
Sensor0 and Sensorl written to memory 100 (e.g., using
SIfODMA and SIf1DMA destinations). Next, source RAW-
ProcInDMA reads the frame data from the memory 100 in an
alternating manner, as indicated at block 258. As discussed,
frames may alternate between Sensor0 data and Sensor1 data
depending on frame rate at which the data is acquired. At
block 260, the next frame from RAWProcInDMA is acquired.
Thereatfter, at block 262, the NextDestV1d and NextDestBk
fields of the go register corresponding to the source, here
RAWProcInDMA,, is programmed depending on whether the
next frame is Sensor0 or Sensorl data. Thereafter, decision
logic 264 determines whether a source triggering event has
occurred. As discussed above, data input from memory may
be triggered by arming the go bit (e.g., “trigger-on-go”
mode). Thus, triggering may occur once the go bit of the go
register is set to 1. Once triggering occurs, the next frame
becomes the current frame and is sent to RAWProc for pro-
cessing at block 266. As discussed above, RAWProc may be
configured using data parameters based on a corresponding
data register specified in the NextDestBk field of the corre-
sponding go register. After processing of the current frame is
completed at block 268, the method 252 may return to block
260 and continue.

A further operational event that the ISP pipe processing
logic 80 may perform is a configuration change during image
processing. For instance, such an event may occur when the
ISP pipe processing logic 80 transitions from a single sensor
configuration to a dual sensor configuration, or vice-versa. As

NextDestVId per source example: Dual sensor mode

SifODMA  SifIDMA  StatsPipe0 StatsPipel RAWProc RgbProc YCCProc BEIF

(DO) (D1) (D2) (D3) (D4) (D3) (D6) (D7)
Sens0 1 N/A 1 0 0 0 0 0
(S0)
Sens1 N/A 1 0 1 0 0 0 0
(81)
SensODMA N/A N/A 0 N/A 0 0 0 0
(82)
SensIDMA N/A N/A N/A 0 0 0 0 0
(83)
RawProcinDMA N/A N/A N/A N/A 1 1 1 0
(54)
RgbProcinDMA N/A N/A N/A N/A N/A 0 0 0
(85)
YeeProcinDMA N/A N/A N/A N/A N/A N/A 0 0
(S6)
BEIFDMA N/A N/A N/A N/A N/A N/A N/A 0
(87)

The sensor frames in memory are sent to RAWProc from
the RAWProcInDMA source (S4), such that they alternate
between Sensor0 and Sensor] at a rate based on their corre-
sponding frame rates. For instance, if SensorO and Sensorl
are both acquiring image data at arate of 30 frames per second
(fps), then their sensor frames may be interleaved in a 1-to-1
manner. If Sensor0 (30 fps) is acquiring image data at a rate
twice that of Sensorl (15 fps), then the interleaving may be
2-to-1, for example. That is, two frames of Sensor0 data are
read out of memory for every one frame of Sensor1 data.

60

65

discussed above, the NextDestV1d fields for certain sources
may be different depending on whether one or both image
sensors are active. Thus, when the sensor configuration is
changed, the ISP pipe processing logic 80 control unit 190
may release all destination units before they are targeted by a
new source. This may avoid invalid configurations (e.g.,
assigning multiple sources to one destination). In one
embodiment, the release of the destination units may be
accomplished by setting the NextDestV1d fields of all the go
registers to 0, thus disabling all destinations, and arming the
go bit. After the destination units are released, the go registers
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may be reconfigured depending on the current sensor mode,
and image processing may continue.

A flowchart 270 for switching between single and dual
sensor configurations is shown in FIG. 18. Beginning at block
272, anext frame of image data from a particular source of the
ISP pipe processing logic 80 is identified. At block 274, the
target destinations (NextDestV1d) are programmed into the
go register corresponding to the source. Next, at block 1368,
depending on the target destinations, NextDestBk is pro-
grammed to point to the correct data registers associated with
the target destinations. Thereafter, decision logic 278 deter-
mines whether a source triggering event has occurred. Once
triggering occurs, the next frame is sent to the destination
units specified by NextDestV1d and processed by the desti-
nation units using the corresponding data registers specified
by NextDestBk, as shown at block 280. The processing con-
tinues until block 282, at which the processing of the current
frame is completed.

Subsequently, decision logic 284 determines whether there
is a change in the target destinations for the source. As dis-
cussed above, NextDestV1d settings of the go registers cor-
responding to SensO and Sensl may vary depending on
whether one sensor or two sensors are active. For instance,
referring to Table 2, if only Sensor0 is active, Sensor( data is
sentto SIFODMA, StatsPipe0, and RAWProc. However, refer-
ring to Table 3, if both Sensor0 and Sensorl are active, then
SensorQ data is not sent directly to RAWProc. Instead, as
mentioned above, SensorO and Sensorl data is written to
memory 100 and is read out to RAWProc in an alternating
manner by source RAWProcInDMA (S4). Thus, if no target
destination change is detected at decision logic 284, the con-
trol unit 190 deduces that the sensor configuration has not
changed, and the method 270 returns to block 276, whereas
the NextDestBk field of the source go register is programmed
to point to the correct data registers for the next frame, and
continues.

I, however, at decision logic 284, a destination change is
detected, the control unit 190 may determine that a sensor
configuration change has occurred. This could represent, for
example, switching from single sensor mode to dual sensor
mode, or shutting off the sensors altogether. Accordingly, the
method 270 continues to block 286, at which all bits of the
NextDestV1d fields for all go registers are set to 0, thus effec-
tively disabling the sending of frames to any destination on
the next trigger. Then, at decision logic 288, a determination
is made as to whether all destinations have transitioned to an
idle state. If not, the method 270 waits at decision logic 288
until all destinations units have completed their current opera-
tions. Next, at decision logic 290, a determination is made as
to whether image processing is to continue. For instance, if
the destination change represented the deactivation of both
Sensor0 and Sensor 1, then image processing ends at block
292. However, if it is determined that image processing is to
continue, then the method 270 returns to block 274 and the
NextDestV1d fields of the go registers are programmed in
accordance with the current operation mode (e.g., single sen-
sor or dual sensor). As shown here, the steps 284-292 for
clearing the go registers and destination fields may collec-
tively be referred to by reference number 294.

Next, FIG. 19 shows a further embodiment by way of the
flowchart (method 296) that provides for another dual sensor
mode of operation. The method 296 depicts a condition in
which one sensor (e.g., Sensor0) is actively acquiring image
data and sending the image frames to The ISP pipe processing
logic 80 for processing, while also sending the image frames
to StatsPipe0 and/or memory 100 (Sif0ODMA), while the other
sensor (e.g., Sensorl) is inactive (e.g., turned off), as shown at
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block 298. Decision logic 300 then detects for a condition in
which Sensorl will become active on the next frame to send
image data to RAWProc. If this condition is not met, then the
method 296 returns to block 298. However, ifthis condition is
met, then the method 296 proceeds by performing action 294
(collectively steps 284-292 of F1G. 19), whereby the destina-
tion fields ofthe sources are cleared and reconfigured at block
294. For instance, at block 294, the NextDestVI1d field of the
go register associated with Sensor]l may be programmed to
specify RAWProc as a destination, as well as StatsPipel
and/or memory (SifIDMA), while the NextDestV1d field of
the go register associated with Sensor0 may be programmed
to clear RAWProc as a destination. In this embodiment,
although frames captured by Sensor0 are not sent to RAW-
Proc on the next frame, Sensor0) may remain active and con-
tinue to send its image frames to StatsPipe0, as shown at step
302, while Sensorl captures and sends data to RAWProc for
processing at step 304. Thus, both sensors, Sensor0 and Sen-
sorl may continue to operate in this “dual sensor” mode,
although only image frames from one sensor are sent to
RAWProc for processing. For the purposes of this example, a
sensor sending frames to RAWProc for processing may be
referred to as an “active sensor,” a sensor that is not sending
frame RAWProc but is still sending data to the statistics
processing units may be referred to as a “semi-active sensor,”
and a sensor that is not acquiring data at all may be referred to
as an “inactive sensor.”’

One benefit of the foregoing technique is that the because
statistics continue to be acquired for the semi-active sensor
(Sensor0), the next time the semi-active sensor transitions to
an active state and the current active sensor (Sensorl) transi-
tions to a semi-active or inactive state, the semi-active sensor
may begin acquiring data within one frame, since color bal-
ance and exposure parameters may already be available due to
the continued collection of image statistics. This technique
may be referred to as “hot switching” of the image sensors,
and avoids drawbacks associated with “cold starts” of the
image sensors (e.g., starting with no statistics information
available). Further, to save power, since each source is asyn-
chronous (as mentioned above), the semi-active sensor may
operate at a reduced clock and/or frame rate during the semi-
active period.

ISP Memory Format

Before continuing with a more detailed description of the
statistics processing and pixel processing operations depicted
inthe ISP pipe processing logic 80 of FIG. 8, it is believed that
a brief introduction regarding several types of memory
addressing formats that may be used with the disclosed tech-
niques, as well as a definition of various ISP frame regions,
will help to facilitate a better understanding of the present
subject matter.

FIG. 20 illustrates a linear addressing mode that may be
applied to pixel data received from the image sensor(s) 90 and
stored into memory (e.g., 100). The depicted example may be
based upon a host interface block request size of 64 bytes. As
may be appreciated, other embodiments may use different
block request sizes (e.g., 32 bytes, 128 bytes, and so forth). In
the linear addressing mode shown in FIG. 20, image samples
are located in memory in sequential order. The term “linear
stride” specifies the distance in bytes between 2 adjacent
vertical pixels. In the present example, the starting base
address of a plane is aligned to a 64-byte boundary and the
linear stride may be a multiple of 64 (based upon the block
request size).

With this in mind, various frame regions that may be
defined within an image source frame are illustrated in FIG.
21. The format for a source frame provided to the image
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processing circuitry 32 may use the linear addressing mode
discussed above, and may use pixel formats in 8, 10, 12, 14,
or 16-bit precision (which ultimately may be converted to
signed 17-bit format for image processing). The image source
frame 306, as shown in FIG. 21, may include a sensor frame
region 308, a raw frame region 308, and an active region 310.
The sensor frame 308 is generally the maximum frame size
that the image sensor 90 can provide to the image processing
circuitry 32. The raw frame region 310 may be defined as the
region of the sensor frame 308 that is sent to the ISP pipe
processing logic 80. The active region 312 may be defined as
a portion of the source frame 306, typically within the raw
frame region 310, on which processing is performed for a
particular image processing operation. In accordance with an
embodiment, the active region 312 may be the same or may be
different for different image processing operations.

In accordance with aspects of the present technique, the
ISP pipe processing logic 80 only receives the raw frame 310.
Thus, for the purposes of the present discussion, the global
frame size for the ISP pipe processing logic 80 may be
assumed as the raw frame size, as determined by the width
314 and height 316. In some embodiments, the offset from the
boundaries of the sensor frame 308 to the raw frame 310 may
be determined and/or maintained by the control logic 84. For
instance, the control logic 84 may be include firmware that
may determine the raw frame region 310 based upon input
parameters, such as the x-offset 318 and the y-offset 320, that
are specified relative to the sensor frame 308. Further, in some
cases, a processing unit within the ISP pipe processing logic
80 or the ISP pipe logic 82 may have a defined active region,
such that pixels in the raw frame but outside the active region
312 will not be processed, i.e., will left unchanged. For
instance, an active region 312 for a particular processing unit
having a width 322 and height 324 may be defined based upon
an x-offset 326 and y-offset 328 relative to the raw frame 310.
Further, where an active region is not specifically defined, one
embodiment of the image processing circuitry 32 may
assume that the active region 312 is the same as the raw frame
310 (e.g., x-offset 326 and y-offset 328 are both equal to 0).
Thus, for the purposes of image processing operations per-
formed on the image data, boundary conditions may be
defined with respect to the boundaries of the raw frame 310 or
active region 312. Additionally, in some embodiments, a win-
dow (frame) may be specified by identifying a starting and
ending location in memory, rather than a starting location and
window size information.

In some embodiments, the ISP pipe processing logic 80
(RAWProc) may also support processing an image frame by
way of overlapping vertical stripes, as shown in FIG. 22. For
instance, image processing in the present example may occur
in three passes, with a left stripe (Stripe0), a middle stripe
(Stripel), and a right stripe (Stripe2). This may allow the ISP
pipe processing logic 80 to process a wider image in multiple
passes without the need for increasing line buffer size. This
technique may be referred to as “stride addressing.”

When processing an image frame by multiple vertical
stripes, the input frame is read with some overlap to allow for
enough filter context overlap so that there is little or no dif-
ference between reading the image in multiple passes versus
a single pass. For instance, in the present example, Stripe0
with a width SrcWidthO and Stripel with a width SrcWidthl
partially overlap, as indicated by the overlapping region 330.
Similarly, Stripel also overlaps on the right side with Stripe2
having a width of SrcWidth2, as indicated by the overlapping
region 332. Here, the total stride is the sum of the width of
each stripe (SrcWidthO, SrcWidth1, SrcWidth2) minus the
widths (334, 336) of the overlapping regions 330 and 332.
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When writing the image frame to memory (e.g., 108), an
active output region is defined and only data inside the output
active region is written. As shown in FIG. 22, on a write to
memory, each stripe is written based on non-overlapping
widths of ActiveDst0, ActiveDstl, and ActiveDst2.

Additionally or alternatively, the ISP pipe processing logic
80 may support processing an image frame 5250 by way of
overlapping tiles, as shown in FIG. 222. In the example of
FIG. 222, processing all or part of an image frame in this way
may involve processing six tiles 5252 (TileO-Tile5) in six
different passes in a 3x2 grid. As should be appreciated, any
other suitable number of tiles may be processed. As with
vertical stripe processing, the input tiles 5252 are read in to
the ISP pipe processing logic 80 so as to allow sufficient
overlap 5254 to permit filter context overlap. Doing this may
avoid artifacts that might otherwise arise when the processed
tiles 5252 are put back together in a final image. Thus, the
source stride 5256 may include the sum of tile source widths
5258, each of which may overlap the other. Likewise, tile
source heights 5260 may also overlap one another. The des-
tination stride 5262 of the processed image frame may be the
same as the source stride 5256. The active destination widths
5264 cach may extend to a point within the overlapping area
of the source widths 5258, and the destination heights 5266
may extend to a point within the overlapping area of the
source heights 5260.

Using tile processing as shown in FIG. 222, input frames
may be read with overlap to allow for enough filter context
overlap so that there are few, if any, differences between one
pass or multiple passes. As such, the DMA input to the ISP
pipe processing logic 80 may read the additional pixel to
accommodate the filter context of the component(s) of the ISP
pipe processing logic 80 to which the data is sent. Namely,
each pixel DMA output channel may define an active output
region. The DMA may receive data for the entire processing
frame size, but only those pixels that fall inside the active
output region may be written to DMA. Software controlling
the ISP pipe processing logic 80 may program the DMA
registers to allow enough overlap for the context of the com-
ponent(s) of the ISP pipe processing logic 80 to which the
data is sent.

As discussed above, the image processing circuitry 32 may
receive image data directly from a sensor interface (e.g., 94)
or may receive image data from memory 100 (e.g., DMA
memory). Where incoming data is provided from memory,
the image processing circuitry 32 and the ISP pipe processing
logic 80 may be configured to provide for byte swapping,
wherein incoming pixel data from memory may be byte
swapped before processing. In one embodiment, a swap code
may be used to indicate whether adjacent double words,
words, half words, or bytes of incoming data from memory
are swapped. For instance, referring to FIG. 23, byte swap-
ping may be performed on a 16 byte (bytes 0-15) set of data
using a four-bit swap code.

As shown, the swap code may include four bits, which may
be referred to as bit3, bit2, bitl, and bit0, from left to right.
When all bits are set to 0, as shown by reference number 338,
no byte swapping is performed. When bit3 is set to 1, as
shown by reference number 340, double words (e.g., 8 bytes)
are swapped. For instance, as shown in FIG. 25, the double
word represented by bytes 0-7 is swapped with the double
word represented by bytes 8-15. Ifbit2 is set to 1, as shown by
reference number 342, word (e.g., 4 bytes) swapping is per-
formed. In the illustrated example, this may result in the word
represented by bytes 8-11 being swapped with the word rep-
resented by bytes 12-15, and the word represented by bytes
0-3 being swapped with the word represented by bytes 4-7.



US 9,105,078 B2

35

Similarly, if bitl is set to 1, as shown by reference number
344, then half word (e.g., 2 bytes) swapping is performed
(e.g., bytes 0-1 swapped with bytes 2-3, etc.) and if bit0 is set
to 1, as shown by reference number 346, then byte swapping
is performed.

In the present embodiment, swapping may be performed in
by evaluating bits 3, 2, 1, and 0 of the swap code in an ordered
manner. For example, if bits 3 and 2 are setto avalue of 1, then
double word swapping (bit3) is first performed, followed by
word swapping (bit2). Thus, as shown in FIG. 23, when the
swap codeis setto “1111,” the end result is the incoming data
being swapped from little endian format to big endian format.

Various read and write channels to memory 100 may be
employed by the ISP pipe processing logic 80. In one embodi-
ment, the read/write channels may share a common data bus,
which may be provided using Advanced Microcontroller Bus
Architecture, such as an Advanced Extensible Interface
(AXI) bus, or any other suitable type of bus (AHB, ASB,
APB, ATB, etc.). Depending on the image frame information
(e.g., pixel format, address format, packing method) which,
as discussed above, may be determined via a control register,
an address generation block, which may be implemented as
part of the control logic 84, may be configured to provide
address and burst size information to the bus interface. By
way of example the address calculation may depend various
parameters, such as whether the pixel data is packed or
unpacked, the pixel data format (e.g., RAWS, RAWI0,
RAW12, RAW14, RAW16, RGB, or YCbCr/YUV formats),
whether tiled or linear addressing format is used, x- and
y-offsets of the image frame data relative to the memory array,
as well as frame width, height, and stride. Further parameters
that may be used in calculation pixel addresses may include
minimum pixel unit values (MPU), offset masks, a byte per
MPU value (BPPU), and a Log 2 of MPU value (L2MPU).
Table 4, which is shown below, illustrates the aforementioned
parameters for packed and unpacked pixel formats, in accor-
dance with an embodiment.

TABLE 4
Definition of L2MPU & BPPU
MPU L2MPU BPPU
(Minimum (Log2 Offset- (Bytes
Format Pixel Unit) of MPU) Mask Per MPU)
RAWS Unpacked 1 0 0 1
RAW10 Packed 4 2 3 5
Unpacked 1 0 0 2
RAW12 Packed 4 2 3 6
Unpacked 1 0 0 2
RAW14 Packed 4 2 3 7
Unpacked 1 0 0 2
RAW16 Unpacked 1 0 0 2
RGB-888 1 0 0 4
RGB-666 1 0 0 4
RGB-565 1 0 0 2
RGB-16 1 0 0 8
YCC8_420 (2 Plane) 2 1 0 2
YCC10_420 (2 Plane) 2 1 0 4
YCC8_422 (2 Plane) 2 1 0 2
YCC10_422 (2 Plane) 2 1 0 4
YCC8_422 (1 Plane) 2 1 0 4
YCC10_422 (1 Plane) 2 1 0 8

As should be understood, the MPU and BPPU settings allow
the image processing circuitry 32 to assess the number of
pixels that need to be read in order to read one pixel, even if
not all of the read data is needed. That is, the MPU and BPPU
settings may allow the image processing circuitry 32 read in
pixel data formats that are both aligned with (e.g., a multiple
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of'8 bits (1 byte) is used to store a pixel value) and unaligned
with memory byte (e.g., pixel values are stored using fewer or
greater than a multiple of 8 bits (1 byte), such as RAW10,
RAWI12, etc.). It may be noted that OffsetX may always be a
multiple of two for all of the YCC formats. For 4:2:0 YCC
formats, OffsetY may always be a multiple of two.

Referring to FIG. 24, an example showing the location of
animage frame 350 stored in memory under linear addressing
is illustrated, which each block representing 64 bytes (as
discussed above in FIG. 21). In FIG. 24, the Stride is 4,
meaning 4 blocks of 64 bytes. Referring to Table 4 above, the
values for L2MPU and BPPU may depend on the format of
the pixels in the frame 350. Software may program the base
address (BaseAddr) of the frame in memory, along with Oft-
setX, OffsetY, Width, and Height in pixel units and the Stride
in block units. These may be determined using the values of
L2MPU and BPPU corresponding to the pixel format of the
frame 350. The image processing circuitry 32 may calculate
the position for the first pixel to fetch from the memory 100 at
the BlockStart address.

Various memory formats of the image pixel data that may
be supported by the image processing circuitry 32 will now be
discussed in greater detail. These formats may include raw
image data (e.g., Bayer RGB data), RGB colordata, and YUV
(YCC, luma/chroma data). First, formats for raw image pixels
(e.g., Bayer data before demosaicing) in a destination/source
frame that may be supported by embodiments of the image
processing circuitry 32 are discussed. As mentioned, certain
embodiments may support processing of image pixels at 8,
10, 12, 14, and 16-bit precision (scaled and offset to a signed
17-bit format). In the context of raw image data, 8, 10, 12, 14,
and 16-bit raw pixel formats may be referred to herein as
RAWS, RAW10, RAW12, RAW14, and RAW16 formats,
respectively. Examples showing how each of the RAWS,
RAW10, RAW12, RAW14, and RAW16 formats may be
stored in memory are shown graphically unpacked forms in
FIG. 25. For raw image formats having a bit-precision greater
than 8 bits (and not being a multiple of 8-bits), the pixel data
may also be stored in packed formats. For instance, FIG. 26
shows an example of how RAW10 image pixels may be stored
in memory. Similarly, FIG. 27 and FIG. 28 illustrate examples
by which RAW12 and RAW14 image pixels may be stored in
memory. As will be discussed further below, when image data
is being written to/read from memory, a control register asso-
ciated with the sensor interface 94 may define the destination/
source pixel format, whether the pixel is in a packed or
unpacked format, addressing format (e.g., linear or tiled), and
the swap code. Thus, the manner in which the pixel data is
read and interpreted by, the image processing circuitry 32
may depend on the pixel format.

The image signal processing (ISP) circuitry 32 may also
support certain formats of RGB color pixels in the sensor
interface source/destination frame (e.g., 310). For instance,
RGB image frames may be received from the sensor interface
(e.g., in embodiments where the sensor interface includes
on-board demosaicing logic) and saved to memory 100. In
one embodiment, the ISP pipe processing logic 80 (RAW-
Proc) may bypass pixel and statistics processing when RGB
frames are being received. By way of example, the image
processing circuitry 32 may support the following RGB pixel
formats: RGB-565 and RGB-888. An example of how RGB-
565 pixel data may be stored in memory is shown in FIG. 29.
As illustrated, the RGB-565 format may provide one plane of
an interleaved 5-bit red color component, 6-bit green color
component, and 5-bit blue color component in RGB order.
Thus, 16 bits total may be used to represent an RGB-565 pixel
(e.g., {RO, GO, B0} or {R1, G1, B1}).
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An RGB-888 format, as depicted in FIG. 30, may include
one plane of interleaved 8-bit red, green, and blue color
components in RGB order. In one embodiment, the image
processing circuitry 32 may also support an RGB-666 format,
which generally provides one plane of interleaved 6-bit red,
green and blue color components in RGB order. In such
embodiments, when an RGB-666 format is selected, the
RGB-666 pixel data may be stored in memory using the
RGB-888 format shown in FIG. 30, but with each pixel left
justified and the two least significant bits (L.SB) set as zero.

In certain embodiments, the image processing circuitry 32
may also support RGB pixel formats that allow pixels to have
extended range and precision of floating point values. For
instance, in one embodiment, the image processing circuitry
32 may support the RGB pixel format shown in FIG. 31,
wherein a red (R0), green (GO), and blue (BO) color compo-
nent is expressed as an 8-bit value, with a shared 8-bit expo-
nent (EO). Thus, in such embodiments, the actual red (R'),
green (G') and blue (B') values defined by R0, GO, BO, and EO
may be expressed as:

R'=RO[7:0]*2"E0[7:0]
G'=GO[T:01*2"E0[7:0]

B'=B0[7:0]*2"E0[7:0]

This pixel format may be referred to as the RGBE format,
which is also sometimes known as the Radiance image pixel
format.

FIGS. 32 and 33 illustrate additional RGB pixel formats
that may be supported by the image processing circuitry 32.
Particularly, FIG. 32 depicts a pixel format that may store
9-bit red, green, and blue components with a 5-bit shared
exponent. For instance, the upper eight bits [8:1] of each red,
green, and blue pixel are stored in respective bytes in memory.
An additional byte is used to store the 5-bit exponent (e.g.,
EO0[4:0]) and the least significant bit [0] of each red, green,
and blue pixel. Thus, in such embodiments, the actual red
(R"), green (G') and blue (B') values defined by R0, GO, BO,
and EO may be expressed as:

R'=RO[8:0]*2"E0[4:0]
G'=GO[8:01*2"E0[4:0]

B'=R0[8:0]*2"E0[4:0]

Further, the pixel format illustrated in FI1G. 32 is also flexible
in that it may be compatible with the RGB-888 format shown
in FIG. 30. For example, in some embodiments, the image
processing circuitry 32 may process the full RGB values with
the exponential component, or may also process only the
upper 8-bit portion [7:1] of each RGB color component in a
manner similar to the RGB-888 format.

FIG. 33 depicts a pixel format that may store 10-bit red,
green, and blue components with a 2-bit shared exponent. For
instance, the upper 8-bits [9:2] of each red, green, and blue
pixel are stored in respective bytes in memory. An additional
byte is used to store the 2-bit exponent (e.g., E0[1:0]) and the
least significant 2-bits [ 1:0] of each red, green, and blue pixel.
Thus, in such embodiments, the actual red (R"), green (G') and
blue (B') values defined by RO, GO, B0, and EO may be
expressed as:

R'=R0[9:0]*2"E0[1:0]
G'=GO[9:01*2"E0[1:0]

B'=R0[9:0]*2"E0[1:0]
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Additionally, like the pixel format shown in FIG. 32, the pixel
format illustrated in FIG. 33 is also flexible in that it may be
compatible with the RGB-888 format shown in FIG. 30. For
example, in some embodiments, the image processing cir-
cuitry 32 may process the full RGB values with the exponen-
tial component, or may also process only the upper 8-bit
portion (e.g., [9:2]) of each RGB color component in a man-
ner similar to the RGB-888 format.

In addition, the image processing circuitry 32 may support
16-bit RGB format known as RGB-16. With RGB-16, one
plane of interleaved 16-bit components in ARGB order, as
illustrated in FIG. 34. For the RGB-888 format shown in FIG.
30 and the RGB-16 format shown in FIG. 34, alpha may be set
to OxFF and OxFFFF, respectively, when pixel data is written
to external memory 100. Alpha may be ignored when reading
RGB-888 or RGB-16 formatted data from the memory 100.
Image data of the RGB-16 format may not be supported from
the sensor 90 outputs.

The image processing circuitry 32 may also further support
certain formats of YCbCr (YUV) luma and chroma pixels in
the sensor interface source/destination frame (e.g., 310). For
instance, YCbCr image frames may be received from the
sensor interface (e.g., in embodiments where the sensor inter-
face includes on-board demosaicing logic and logic config-
ured to convert RGB image data into a YCC color space) and
saved to memory 100 and/or the output of the RgbProc 160 in
YCC format may be saved to memory 100. In one embodi-
ment, the ISP pipe processing logic 80 may bypass pixel and
statistics processing when YCbCr frames are being received.
By way of example, the image processing circuitry 32 may
support the following YCbCr pixel formats: YCbCr4:4:4
16-bit, 1-plane; YCbCr-4:2:0 10-bit, 2-plane; YCbCr-4:2:2
10-bit, 1-plane; YCbCr-4:2:0 8-bit, 2-plane; and YCbCr-4:
2:2 8-bit, 1-plane.

The YCbCr4:4:4 16-bit, 1-plane format may provide a
single image plane with interleaved 16-bit components, as
generally shown by FIG. 35. That is, both luma pixels (Y) and
chroma pixels (Cb and Cr) may be represented in the same
plane of memory in the YCbCr4:4:4 16-bit, 1-plane format. It
may be noted that the YCbCr4:4:4 16-bit, 1-plane format is
related to the RGB-16 format shown in FIG. 34.

The YCbCr-4:2:0, 8-bit, 2 plane pixel format and the
YCbCr-4:2:0, 10-bit, 2 plane pixel format may provide two
separate image planes in memory, one for luma pixels (Y) and
one for chroma pixels (Cb, Cr), wherein the chroma plane
interleaves the Cb and Cr pixel samples. Additionally, the
chroma plane may be subsampled by one-half in both the
horizontal (x) and vertical (y) directions. An example show-
ing how YCbCr-4:2:0, 2 plane, data may be stored in memory
is shown in FIG. 36, which depicts a luma plane 347 for
storing the luma (Y) samples and a chroma plane 348 for
storing chroma (Cb, Cr) samples. An example showing how
YCbCr-4:2:0, 10-bit, 2 plane pixel data may be stored in the
memory 100 appears in FIG. 37.

A YCbCr-4:2:2 8-bit, 1 plane format, which is shown in
FIG. 38, may include one image plane of interleaved luma (Y)
and chroma (Cb, Cr) pixel samples, with the chroma samples
being subsampled by one-half both the horizontal (x) and
vertical (y) directions. An example of a YCbCr-4:2:2 10-bit,
1-plane format appears in FIG. 39. In some embodiments, the
image processing circuitry 32 may also support 10-bitYCbCr
pixel formats by saving the pixel samples to memory using
the above-described 8-bit format with rounding (e.g., the two
least significant bits of the 10-bit data are rounded off). Fur-
ther, as may be appreciated, YC1C2 values may also be stored
using any of the RGB pixel formats discussed above in FIGS.
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29-34, wherein each of the Y, C1, and C2 components are
stored in a manner analogous to an R, G, and B component.

As shown above in Table 4, for pixels stored in RAW10,
RAWI12, and RAW14 packed formats, four pixels make a
minimum pixel unit (MPU) of five, six, or seven bytes
(BPPU), respectively. For instance, referring to the RAW10
pixel format example shown in FIG. 26, an MPU of four
pixels PO-P3 includes 5 bytes, wherein the upper 8 bits of each
of'the pixels PO-P3 are stored in four respective bytes, and the
lower 2 bytes of each of the pixels are stored in bits 0-7 of the
32-bit address 01h. Similarly, referring back to FIG. 27, an
MPU of four pixels PO-P3 using the RAW 12 format includes
6 bytes, with the lower 4 bits of pixels PO and P1 being stored
in the byte corresponding to bits 16-23 of address 00h and the
lower 4 bits of pixels P2 and P3 being stored in the byte
corresponding to bits 8-15 of address 01h. FIG. 28 shows an
MPU offour pixels PO-P3 using the RAW 14 format as includ-
ing 7 bytes, with 4 bytes for storing the upper 8 bits of each
pixel of the MPU and 3 bytes for storing the lower 6 bits of
each pixel of the MPU.

Using these pixel formats, it is possible at the end of a
frame line to have a partial MPU where less than four pixels
of'the MPU are used (e.g., when the line width modulo four is
non-zero). When reading a partial MPU, unused pixels may
be ignored. Similarly, when writing a partial MPU to a des-
tination frame, unused pixels may be written with a value of
zero. Further, in some instances, the last MPU of a frame line
may not align to a 64-byte block boundary. In one embodi-
ment, bytes after the last MPU and up to the end of the last
64-byte block are not written.

Scale and Offset Logic

As will be discussed in greater detail below, pixel process-
ing through certain functional blocks of the ISP pipe process-
ing logic 80 may take place in a signed format. The signed
image data may employ an offset allowing for greater head-
room than footroom. Moreover, by offsetting input pixels to
allow for some negative values, using signed image data
instead of unsigned image data for image processing may
preserve more image information in the final, processed
image. In some embodiments, the signed format may be
signed 17-bit data, but any other suitable size may be
employed. Using 17-bit image data, the source pixel data may
take up two bytes to simplify memory, and one bit may be
added to account for sign. Using 9-bit data, the source pixel
data may take up one byte. Any other suitable signed format
may be employed. For example, the signed format may be
signed 10-bit, 11-bit, 12-bit, 13-bit, 14-bit, 15-bit, or less than
9-bit or greater than 17-bit. Indeed, in some embodiments, the
image data may be signed 25-bit image data or signed 33-bit
image data to allow for signed versions of image data of 3 or
4 bytes. Accordingly, it should be understood that when the
present disclosure refers to “signed 17-bit,” any other suitable
bit depth may be employed. Moreover, although the present
disclosure refers to signed 17-bit image data, floating point
image data may alternatively be used (e.g., 9.3). Before and
after processing image data in certain functional blocks of the
ISP pipe processing logic 80, the scale and offset logic 82 may
convert unsigned image data into signed image data.

A flowchart 360 of FIG. 40 provides an example of image
processing involving signed image data. The flowchart 360
may begin when the ISP pipe processing logic 80 is pro-
grammed to receive image data from the memory 100 in an
unsigned format (block 361). For instance, the StatsPipe0
140a, the StatsPipel 1405, the RAWProc 150, and the Rgb-
Proc 160 may be programmed to receive raw image data,
which may be stored in the memory 100 in one of the RAWS,
RAW10, RAW12, RAW14, or RAW16 image data formats.
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As mentioned above, the scale and offset logic 82 may rep-
resent logical offset and scale functions implemented on both
DMA input and DMA output pixel channels. The pixel offset
and scale functions of the scale and offset logic 82 may be
applied to all supported formats of raw image data (e.g.,
RAWS, RAW10, RAW12, RAW14, and/or RAW16), all sup-
ported formats of RGB pixel data (e.g., RGB-565, RGB-888,
RGB-16), and YCC pixel data of the YCC4:4:4 format. In
transferring the unsigned image data from the memory 100
and/or the sensors 90a and 905, the scale and offset logic 82
may convert the unsigned image data to a signed format (e.g.,
signed 17-bit) by applying a programmable scale and/or off-
set to the image data (block 362).

As mentioned above, the ISP pipe processing logic 80 may
perform various image processing operations using signed
image data to preserve image information (block 363). For
instance, operations that produce negative pixel values as
outputs or interim pixel values could lose image information
if these pixels were merely clipped to zero. Although negative
pixel values could not be displayed on a display 28—the
lowest pixel value will typically be 0 (black)—allowing nega-
tive pixel values during interim processing may preserve
image information for pixels at or near the color black in the
final processed image. To provide a brief example, noise on
the image sensor(s) 90 may occur in a positive or negative
direction from the correct value. In other words, some pixels
that should represent a particular light intensity may have a
particular value, others may have noise resulting in values
greater than the particular value, and still others may have
noise resulting in values less than the particular value. When
an area of the image sensor(s) 90 captures little or no light,
sensor noise may increase or decrease individual pixel values
such that the average pixel value is about zero. Thus, when
image data from the sensor(s) 90 is processed by the scale and
offset logic 82, the pixel values may be offset so as to preserve
the negative noise values rather than clipping the negative
noise values away. In particular, if only noise occurring in a
negative direction were discarded, the true black color could
rise above zero and could produce grayish-tinged black areas.
Thus, by using signed image data, the ISP pipe processing
logic 80 may more accurately render dark black areas in
images.

When the ISP pipe processing logic 80 has finished per-
forming one or more operations on the image data, the image
data may be programmed to be stored in a location of the
memory 100. Before being stored in the memory 100, the
scale and offset logic 82 may convert the signed image data
back to an unsigned format (block 364).

Before image data is converted from unsigned data to
signed data, whether from the sensor interfaces 94a (SO) or
945 (S1) or from the memory 100 (S2-S6), pixel data first may
be scaled to encompass 16 bits. For example, the scale and
offset logic 82 may convert input pixels of bit depths less than
16 bits to an unsigned 16-bit format by shifting the input
pixels to the left to fit the 16-bit scale. In addition, the scale
and offset logic 82 may, but not necessarily, replicate the most
significant bits (MSBs) of the input pixel in the remaining
least significant bits (LLSBs). The results of scaling various
formats with bit depths of less than 16 bits unsigned 16-bit
pixels are shown in FIG. 41. As shown in FIG. 41, when pixels
in the RAWS format (numeral 365) are scaled to 16 bits, the
entire pixel may be replicated in the LSBs; when pixels in the
RAW10 format (numeral 366) are scaled to 16 bits, the upper
6 bits may be replicated in the LSBs; when pixels in the
RAWI12 format (numeral 367) are scaled to 16 bits, the upper
4 bits may be replicated in the [L.SBs; when pixels in the
RAW14 format (numeral 368) are scaled to 16 bits, the upper
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2 bits may be replicated in the L.SBs; and, since pixels in the
RAWI16 format (numeral 369) already take up 16 bits, these
pixels need not be scaled. The same procedure illustrated by
FIG. 41 may also be applied to the RGB-565 and RGB-888
formats.

Such 16-bit unsigned image data may be converted to
signed 17-bit image data as shown in a flowchart 370 of FIG.
42. The flowchart 370 may begin when input pixels are pro-
grammed to be transferred to a processing block of the ISP
pipe processing logic 80 that receives signed 17-bit input data
(block 371). Pixels with bit depths ofless than 16 bits may be
scaled to an unsigned 16-bit format in the manner of FIG. 41
(block 372). The scale and offset logic 82 then may apply a
programmable scale and offset to the unsigned 16-bit pixels
(block 373).

First, the scale and offset logic 82 may scale the input
pixels by some scale value (block 374). The scale value may
be programmable. In the example of FIG. 42, the scale and
offset logic 82 may scale the input pixels using a right-shift
operation, but other embodiments may involve any other
suitable scaling logic (e.g., multiplication logic). Software
may vary the scale value depending, for example, on the
original format of the input pixel and/or other expected gains
that will be applied during image processing. By way of
example, the programmable scale value may be a right-shift
of 0 to 8. Scaling the input pixels may enable software to
control the amount of headroom in the pixel pipeline to
accommodate the various gains applied in the ISP pipe pro-
cessing logic 80. Thus, the input pixels will be less likely to
lose information after gains are applied. In the case of RGB
image data, the same or a different scale may be appliedto R,
G, and B channels.

After scaling, the scale and offset logic 82 may subtract an
offset value from the scaled pixel (block 375). Subtracting the
offset value sets a zero-value in the now-signed 17-bit data,
allowing negative pixel values from the sensor to enter the ISP
pipe processing logic 80. The offset value may be, as indi-
cated in FIG. 42, a programmable 16-bit value. In other
embodiments, the offset value may have a depth other than
16-bits. In the case of RGB image data, the same offset value
may be appliedto R, G, and B channels. Subtracting the offset
value may provide software the ability to program the range
available for negative pixel values through the ISP pipe pro-
cessing logic 80. Specifically, by appropriately biasing the
input pixel value range using the offset value, potential over-
flow and underflow conditions in the ISP pipe processing
logic 80 may be avoided. After subtracting the offset value,
the scale and offset logic 82 may output the input pixel in
17-bit signed format. The resulting 17-bit signed pixel value
may be used by the ISP pipe processing logic 80 to perform
various image processing operations, as will be discussed in
greater detail below (block 376).

After some interim processing, it may be desirable to write
pixel values to the memory 100. Since the pixels may have
been processed in the 17-bit format, these pixels first may be
converted back to the unsigned 16-bit format before being
stored in the memory 100. One example of this conversion is
described by a flowchart 380 of FIG. 43. At various stages of
processing through the ISP pipe processing logic 80, image
data that has been partially processed may be transferred to
the memory 100. Thus, the flowchart 380 may begin when the
memory 100 is programmed to receive signed 17-bit pixels
out of the ISP pipe processing logic 80 (block 381).

Before storing the pixels in the memory 100, the program-
mable scale and offset logic 82 may de-apply the program-
mable scale and offset to convert the image data from the
signed 17-bit format back to the unsigned 16-bit format
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(block 382). Specifically, the scale and offset logic 82 may
first add the 16-bit offset value back into the pixel (block 383).
Adding the offset value back into the pixel brings the pixel
value back to an unsigned 16-bit range. Thus, the scale and
offset logic 82 may also clip the pixel to the extent that the
pixel value falls outside of the 16-bit range (block 384). The
scale and offset logic 82 next may scale the pixel by the scale
value (block 385). In some embodiments, the scale and offset
logic 82 may left-shift the pixel, while in others, the scale and
offset logic 82 may multiply the pixel by some value. The
scale function essentially enable software to convert from a
smaller pixel range used by the ISP pipe processing logic 80
to a larger range used by the memory 100. For instance, if the
pixel value used by a process of the ISP pipe processing logic
80 employs a 10-bit format, the pixels may be converted to
16-bits in memory by left-shifting the pixel data by 6 before
writing to the memory 100. Additionally, in some embodi-
ments, the most significant bits (MSB) of the pixel may be
replicated into the least significant bits (LSB) (block 386). In
other embodiments, the actions of block 386 may not be
carried out.

The scale and offset logic 82 thus will have converted the
signed 17-bit pixels back to the unsigned 16-bit format. The
upper bits of the 16-bit range may then be used to send pixel
data to the DM A memory 100 (block 387). The number of the
upper bits used to send the pixel data to the memory 100 may
vary depending on the format of the image data. For example,
RAWS image data may use bits [15:8], RAW10 may use bits
[15:6], RAW12 may use bits [15:4], RAW14 may use bits
[15:2], and so forth.

In practice, the scale and offset logic 82 may permit image
processing with headroom and footroom. As used herein,
“headroom” refers to
ISP Overflow Handling

In accordance with an embodiment, the image processing
circuitry 32 may provide overflow handling. For instance, an
overflow condition (also referred to as “overrun”) may occur
in certain situations where the ISP pipe processing logic 80
receives back-pressure from its own internal processing units,
from downstream processing units (e.g., ISP back-end inter-
face 86), or from a memory 100 destination (e.g., where the
image data is to be written). Overflow conditions may occur
when pixel data is being read in (e.g., either from the sensor
interface or memory) faster than one or more processing
blocks is able to process the data, or faster than the data may
be written to a destination (e.g., memory 100).

As will be discussed further below, reading and writing to
memory may contribute to overflow conditions. When the
input data derives from a location in the memory 100, the
image processing circuitry 32 may simply stall the reading of
the input data when an overflow condition occurs until the
overflow condition recovers. When image data is being read
directly from an image sensor, however, the “live” data gen-
erally cannot be stalled, as the image sensor 90 is generally
acquiring the image data in real time. For instance, the image
sensor 90 may operate in accordance with a timing signal
based upon its own internal clock and may output image
frames at a certain frame rate, such as 15, 30, or 60 frames per
second (fps). The sensor 90 inputs to the image processing
circuitry 32 and memory 100 may thus include input queues
which may buffer the incoming image data before it is pro-
cessed (by the image processing circuitry 32) or written to
memory (e.g., 100). Accordingly, if image data is being
received at the input queue 130 faster than it can be read out
of the queue 130 and processed or stored (e.g., written to
memory 100), an overflow condition may occur. That is, if the
buffers/queues are full, additional incoming pixels cannot be
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buffered and, depending on the overflow handling technique
implemented, may be dropped.

FIG. 44 shows a block diagram of the image processing
circuitry 32, focusing on features of the control logic 84 that
may provide for overflow handling in accordance with an
embodiment. As illustrated, image data associated with Sen-
sor0 90a and Sensor 1 905 may be read in from memory 100
as sources SOand S1 (by way of sensor input queues 130a and
13054) to the ISP pipe processing logic 80 (e.g., RAWProc
150), or may be provided to the ISP pipe processing logic 80
directly from the respective sensor interfaces. In the latter
case, incoming pixel data from the image sensors 90a and 905
may be passed to input queues 400 and 402, respectively,
before being sent to the ISP pipe processing logic 80.

When an overflow condition occurs, the processing
block(s) (e.g., blocks 80, 82, or 120) or memory (e.g., 108) in
which the overflow occurred may provide a signal (as indi-
cated by signals 405, 407, and 408) to set a bit in an interrupt
request (IRQ) register 404. In the present embodiment, the
IRQ register 404 may be implemented as part of the control
logic 84. Additionally, separate IRQ registers 404 may be
implemented for each of SensorQ image data and Sensorl
image data. Based on the value stored in the IRQ register 404,
the control logic 84 may be able to determine which logic
units within the ISP processing blocks 80, 82, 120 or memory
100 generated the overflow condition. The logic units may be
referred to as “destination units,” as they may constitute des-
tinations to which pixel data is sent. In some embodiments,
the destination units may represent the destinations D0-D7.
Based on the overflow conditions, the control logic 84 may
also (e.g., through firmware/software handling) govern which
frames are dropped (e.g., either not written to memory or not
output to the display for viewing).

Once an overflow condition is detected, the manner in
which overflow handling is carried may depend on whether
the ISP pipe processing logic 80 is reading pixel data from
memory 100 or from the image sensor input queues (e.g.,
buffers) 130a or 1305, which may be first-in-first-out (FIFO)
queues. When input pixel data is read from memory 100
through, for example, an associated DMA interface, the ISP
pipe processing logic 80 will stall the reading of the pixel data
if it receives back-pressure as a result of an overflow condi-
tion being detected (e.g., via control logic 84 using the IRQ
register(s) 404) from any downstream destination blocks
which may include the ISP pipe processing logic 80, the ISP
back-end interface 86, or the memory 100 in instances where
the output of the ISP pipe processing logic 80 is written to
memory 100. In this scenario, the control logic 84 may pre-
vent overflow by stopping the reading of the pixel data from
memory 100 until the overflow condition recovers. For
instance, overflow recovery may be signaled when the down-
stream unit that is causing the overflow condition sets a cor-
responding bit in the IRQ register 404 indicating that the
overflow is no longer occurring. An example of this process
appears in a flowchart 410 of FIG. 45.

While overflow conditions may generally be monitored at
the sensor input queues, it should be understood that many
additional queues may be present between processing units of
the image processing circuitry 32 (e.g., including internal
units of the ISP pipe processing logic 80 and/or the ISP
back-end logic 86). Additionally, the various internal units of
the image processing circuitry 32 may also include line buff-
ers, which may also function as queues. Thus, all the queues
and line buffers of the image processing circuitry 32 may
provide buffering. Accordingly, when the last processing
block in a particular chain of processing blocks is full (e.g., its
line buffers and any intermediate queues are full), back-pres-
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sure may be applied to the preceding (e.g., upstream) pro-
cessing block and so forth, such that the back-pressure propa-
gates up through the chain of logic until it reaches the sensor
interface, where overflow conditions may be monitored.
Thus, when an overflow occurs at the sensor interface, it may
mean that all the downstream queues and line buffers are full.

As shown in FIG. 45, the flowchart 410 may begin at block
412, when pixel data for a current from is read from memory
to the ISP pipe processing logic 80. Decision logic 414 may
determine whether an overflow condition is present. This
decision may involve determining the state of bits in the IRQ
register(s) 404. If no overflow condition is detected, then the
flowchart 410 returns to block 412 and continues to read in
pixels from the current frame. If an overflow condition is
detected by decision logic 414, pixels of the current frame
may no longer be read from memory, as shown by block 416.
Next, at decision logic 418, it is determined whether the
overflow condition has recovered. If the overtlow condition
persists, the process may wait at the decision logic 418 until
the overflow condition recovers. If decision logic 418 indi-
cates that the overflow condition has recovered, the process
proceeds to block 420 and pixel data for the current frame
may resume being read from memory.

When an overflow condition occurs while input pixel data
is being read in from the sensor interface(s) 90a or 905,
interrupts may indicate which downstream units (e.g., pro-
cessing blocks or destination memory) generated the over-
flow. In one embodiment, overflow handling may be provided
based on two scenarios. In a first scenario, the overflow con-
dition occurs during an image frame, but recovers before the
start of the subsequent image frame. In this case, input pixels
from the image sensor are dropped until the overflow condi-
tion recovers and space becomes available in the input queue
corresponding to the image sensor. The control logic 84 may
use a counter 406 to track the number of dropped pixels
and/or dropped frames. When the overflow condition recov-
ers, the dropped pixels may be replaced with undefined pixel
values (e.g., all 1’s, all 0’s, or a value programmed into a data
register that sets what the undefined pixel values are), and
downstream processing may resume. In a further embodi-
ment, the dropped pixels may be replaced with a previous
non-overflow pixel (e.g., the last “good” pixel read into the
input buffer). Doing so may ensure that a correct number of
pixels (e.g., a number of pixels corresponding to the number
of'pixels expected in a complete frame) is sent to the ISP pipe
processing logic 80, thus enabling the ISP pipe processing
logic 80 to output the correct number of pixels for the frame
that was being read in from the sensor input queue when the
overflow occurred.

While the correct number of pixels may be output by the
ISP pipe processing logic 80 under this first scenario, depend-
ing on the number of pixels that were dropped and replaced
during the overflow condition, software handling (e.g., firm-
ware), which may be implemented as part of the control logic
84, may choose to drop (e.g., exclude) the frame from being
sent to the display 28 and/or written to the memory 100. Such
a determination may be based, for example, upon the value of
the dropped pixel counter 406 compared to an acceptable
dropped pixel threshold value. For instance, if an overtlow
condition occurs only briefly during the frame such that only
a relatively small amount of pixels are dropped (e.g., and
replaced with undefined or dummy values; e.g., 10-20 pixels
or less), then the control logic 84 may choose to display
and/or store this image despite the small number of dropped
pixels, even though the presence of the replacement pixels
may produce minor artifacts in the resulting image. However,
owing to the small number of replacement pixels, such arti-
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facts may go generally unnoticed or may be only marginally
perceptibleto a user. That s, the presence of any such artifacts
due to the undefined pixels from the brief overflow condition
may not significantly degrade the aesthetic quality of the
image (e.g., any such degradation may be minimal or negli-
gible to the human eye).

In a second scenario, the overflow condition may remain
present into the start of the subsequent image frame. In this
case, the pixels of the current frame are also dropped and
counted like the first scenario described above. However, if an
overflow condition is still present upon detecting a VSYNC
rising edge (e.g., indicating the start of a subsequent frame),
the ISP pipe processing logic 80 may hold off the next frame,
thus dropping the entire next frame. In this scenario, the next
frame and subsequent frames will continue to be dropped
until overflow recovers. Once the overflow recovers, the pre-
viously current frame (e.g., the frame being read when the
overflow was first detected) may replace its dropped pixels
with the undefined pixel values, thus allowing the ISP pipe
processing logic 80 to output the correct number of pixels for
that frame. Thereafter, downstream processing may resume.
As for the dropped frames, the control logic 84 may further
include a counter that counts the number of dropped frames.
This data may be used to adjust timings for audio-video
synchronization. For instance, for video captured at 30 fps,
each frame has a duration of approximately 33 milliseconds.
Thus, if three frames are dropped due to overflow, then the
control logic 84 may be configured to adjust audio-video
synchronization parameters to account for the approximately
99 millisecond (33 millisecondsx3 frames) duration attribut-
able to the dropped frames. For instance, to compensate for
time attributable due to the dropped frames, the control logic
84 may control image output by repeating one or more pre-
vious frames.

An example of a flowchart 430 representing the above-
discussed scenarios that may occur when input pixel data is
being read from the sensor interfaces appears in FIG. 46. As
shown, the flowchart 430 begins at block 432, at which pixel
data for a current frame is read in from the sensor to the ISP
pipe processing logic 80. Decision logic 434 then determines
whether an overflow condition exists. If there is no overflow,
the flowchart 430 continues, as pixels of the current frame are
read (e.g., returning to block 432). If decision logic 434
determines that an overflow condition is present, then the
flowchart 430 continues to block 436, where the next incom-
ing pixel of the current frame is dropped. Next, decision logic
438 determines whether the current frame has ended and the
next frame has begun. For instance, in one embodiment, this
may include detecting a rising edge in the VSYNC signal. If
the sensor is still sending the current frame, the flowchart 430
continues to decision logic 440, which determines whether
the overflow condition originally detected at logic 434 is still
present. If the overflow condition has not recovered, then the
flowchart 430 proceeds to block 442, at which the dropped
pixel counter is incremented (e.g., to account for the incom-
ing pixel dropped at block 436). The method then returns to
block 436 and continues.

If, atdecision logic 438, it is detected that the current frame
has ended and that the sensor 90 is sending the next frame
(e.g., VSYNC rising detected), then the flowchart 430 pro-
ceeds to block 450. At block 450, all pixels of the next and
subsequent frames are dropped as long as the overflow con-
dition remains (e.g., shown by decision logic 452). As dis-
cussed above, a separate counter 406 may track the number of
dropped frames, which may be used to adjust audio-video
synchronization parameters. If decision logic 452 indicates
that the overflow condition has recovered, then the dropped
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pixels from the initial frame in which the overflow condition
first occurred are replaced with a number of undefined pixel
values corresponding to the number of dropped pixels from
that initial frame, as indicated by the dropped pixel counter.
As mentioned above, the undefined pixel values may be all
1’s, all 0’s, a replacement value programmed into a data
register, or may take the value of a previous pixel that was
read before the overflow condition (e.g., the last pixel read
before the overflow condition was detected). Accordingly,
this allows the initial frame to be processed with the correct
number of pixels and, at block 446, downstream image pro-
cessing may continue, which may include writing the initial
frame to memory. As also discussed above, depending on the
number of pixels that were dropped in the frame, the control
logic 84 may either choose to exclude or include the frame
when outputting video data (e.g., if the number of dropped
pixels is above or below an acceptable dropped pixel thresh-
old). As may be appreciated, overflow handling may be per-
formed separately for each input queue 400 and 402 of the
image processing circuitry 32.

Another example of overflow handling that may be imple-
mented in accordance with the present disclosure is shown in
FIG. 47 by way of a flowchart 460. Here, overtlow handling
for an overflow condition that occurs during a current frame
but recovers before the end of a current frame is handled in the
same manner as shown in FIG. 46 and, therefore, those steps
have thus been numbered with like reference numbers 432-
446. The difference between the flowchart 460 of F1IG. 47 and
the flowchart 430 of FIG. 46 pertains to overflow handling
when an overflow condition continues into the next frame.
For instance, referring to decision logic 438, when the over-
flow condition continues into the next frame, rather than drop
the next frame as in the flowchart 430 of FIG. 46, the flow-
chart 460 implements block 462, in which the dropped pixel
counter is cleared, the sensor input queue is cleared, and the
control logic 84 is signaled to drop the partial current frame.
By clearing the sensor input queue and dropped pixel counter,
the flowchart 460 prepares to acquire the next frame (which
now becomes the current frame), returning the method to
block 432. As may be appreciated, pixels for this current
frame may be read into the sensor input queue. If the overflow
condition recovers before the input queue becomes full, then
downstream processing resumes. However, if the overflow
condition persists, the flowchart 460 will continue from block
436 (e.g., begin dropping pixels until overflow either recovers
or the next frame starts).

Statistics Logic

As mentioned above, the statistics logic 140a and 1406
may collect various statistics about the image data. These
statistics may include information relevant to the sensors 90a
and 905 that capture and provide the raw image signals (e.g.,
Sif0 94a and Sifl 94b), such as statistics relating to auto-
exposure, auto-white balance, auto-focus, flicker detection,
black level compensation, and lens shading correction, and so
forth. The statistics logic 140a and 1405 may also collect
statistics used to control aspects of the ISP pipe processing
logic 80, such as local tone mapping and local histogram
statistics, local thumbnail statistics, fixed pattern noise statis-
tics, and so forth.

An example of some of the components of the statistics
logic 140a appears in FIG. 48. It may be recalled that the
statistics logic 140a and 1405 are substantially identical. As
such, only statistics logic 140a is shown in FIG. 48, but it
should be appreciated that the statistics logic 1405 may con-
tain similar components. The statistics logic 140a may
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receive raw image data deriving from the first sensor interface
944 (S0), the second sensor interface 9456 (S1), or the memory
100 (S2 and S3). The image data may be converted to signed
17-bit format by the scale and offset logic 82, which is dis-
cussed above with reference to FIGS. 40-43. Since the scale
and offset logic 82 may be implemented as functions of the
DMA input, this element is not otherwise shown in FIG. 48.
Selection logic 142a may select which of the input signals to
process.

The statistics image processing logic 144a may process
some of the input image data before collecting statistics in the
statistics core 146a. As shown in FIG. 48, however, certain
other image data may not be processed through the statistics
image processing logic 144a. Image data that is processed
through the statistics image processing logic 144a may be
decimated, in some embodiments, to facilitate processing. By
way of example, before substantial processing by the statis-
tics image processing logic 144a, the image data may be
decimated by a factor of four (e.g., 4x4 averaged). If deci-
mating before substantial processing in the statistics image
processing logic 144a (e.g., before sensor linearization
(SLIN) logic 470), this may be noted by clipped pixel track-
ing, as will be described below.

As illustrated, the statistics image processing logic 144a
may include sensor linearization (SLIN) logic 470, black
level compensation (BLC) logic 472, defective pixel replace-
ment (DPR) logic 474, lens shading correction (LSC) logic
476, and/or inverse black level compensation (IBLC) logic
478. These processes will be discussed in greater detail
below. The statistics core 146a may use image data output by
the inverse black level compensation (IBLC) (block 478).
While image data is being processed in the statistics image
processing logic 144a or while statistics are being collected in
the statistics core 1464, clipped pixel tracking logic 480 may
track pixels that are gained beyond the maximum pixel value.

The statistics core 146a may collect statistics using 8-bit or
16-bit data. Collecting statistics using 16-bit data may pro-
vide more precise statistics and may be advantageous for
many applications (e.g., handling image data from high
dynamic range (HDR) image sensors 90). Many legacy algo-
rithms may use 8-bit statistics, however, so the statistics core
146a may collect 8-bit or 16-bit statistics based on a selection
by the software controlling the ISP pipe processing logic 80.
The statistics core 146a may include “3A” statistics collec-
tion logic 482 to collect statistics relating to auto-exposure,
auto-white balance, auto-focus, and similar operations; fixed
pattern noise (FPN) statistics collection logic 484; histogram
statistics collection logic 486; and/or local statistics collec-
tion logic 488.

The statistics core 146a may receive the output of the IBLC
logic 478 and convert the input pixels to 16-bit or 8-bit,
scaling the input pixels appropriately. In addition, the FPN
statistics collection logic 484 may receive interim image data
output by the defective pixel replacement (DPR) block 474.
The histogram statistics collection logic 486 may receive
image data that is not processed through the statistics image
processing logic 144a. Statistics from the statistic core 146a
may be output to the memory 100 or to other processing
blocks of the ISP pipe processing logic 80. How the compo-
nents of the statistics core 146a collect statistics will be dis-
cussed in greater detail further below, following a discussion
of the components of the statistics image processing logic
144a.

As discussed above, the statistics logic 140a and/or 1406
may track clipped pixels using clipped pixel tracking logic
480. Although the clipped pixel tracking logic 480 is illus-
trated as a discrete functional block in FIG. 48, and may track

10

15

20

25

30

35

40

45

50

55

60

65

48

pixels in a centralized way (e.g., an array of flags correspond-
ing to every pixel being processed through the in some
embodiments, clipped pixel tracking may be carried out dif-
fusely throughout the statistics logic 140a and/or 1405. For
example, pixels passing through the statistics logic 144a and/
or 1445 may be defined not only by pixel data, but also by a
clipped pixel flag that moves with the pixel throughout the
statistics logic 140a and/or 1405.

FIG. 223 provides one example of pixel data that may be
used in the statistics processing logic 140a and/or 1405. Inthe
example of FIG. 223, a pixel 5300 being processed through
the statistics image processing logic 144a or 1445 may
include signed 17-bit pixel data 5302 and a clipped pixel flag
5304. In other embodiments, the pixel 5300 may include pixel
data 5302 of any other suitable bit depth, which may be signed
orunsigned. The clipped pixel flag 5304 may represent one or
more bits that, when set, indicate that the pixel data 5302 has
been clipped—that is, that the pixel data 5302 has been pro-
cessed in such a way that the pixel data 5302 that some image
information has been lost. When the pixel data 5302 has been
clipped, the pixel data 5302 may not be reliable for collecting
certain statistics.

The clipped pixel flag 5304 may indicate that and/or where
the pixel data 5302 was clipped. In one example, the clipped
pixel flag 5304 may be a single bit that may indicate only that
the pixel 5300 has been clipped somewhere in the statistics
image processing logic 144a and/or 144b. In other embodi-
ments, however, the clipped pixel flag 5304 may take up more
than one bit. For such embodiments, the clipped pixel flag
5304 may indicate not only that the pixel data 5302 has been
clipped, but also the particular operation where it was clipped.

To provide a brief example of the operation of a multi-bit
clipped pixel flag 5304, when the black level compensation
(BLC) logic 472 causes the pixel 5300 to clip, the clipped
pixel flag may be set to a numerical value to indicate that the
BLC logic 472 caused the pixel 5300 to clip. For example, the
clipped pixel flag 5304 may be a 3-bit value that is set to 0
when the pixel data 5302 is not clipped, to 1 when the sensor
linearization (SLIN) logic 470 causes the pixel data 5302 to
clip, to 2 when the BLC logic 472 causes the pixel data 5302
to clip, to 3 when the lens shading correction (LSC) logic 476
causes the pixel data 5302 to clip, and 4 when the IBLC logic
478 causes the pixel data 5302 to clip. Subsequently, particu-
lar logical blocks of the statistics cores 146a and/or 1465 may
determine to collect statistics using the pixel 5300 depending
on whether clipping in the BL.C logic 472, or the L.SC logic
476 still results in image data usable by particular logic of the
statistics core 146a and/or 1465. As should be appreciated,
the above discussion presents only one example of such a
multi-bit clipped pixel flag 5304. Other embodiments may
include more or fewer bits and may also indicate, for
example, when a pixel is clipped by more than one block, or
may be concerned only with clipping caused by certain
blocks.

In still other examples, the clipped pixel flag 5304 may
indicate the extent of pixel data 5302 clipping. For instance,
the clipped pixel flag 5304 may be set to a first value when an
operation of the statistics image processing logic 1444 and/or
1445 would have been—had the pixel data 5302 had not been
clipped—over the maximum value that can be stored in the
pixel data 5302, but beneath a first threshold. The clipped
pixel flag 5304 may be set to a second value when an opera-
tion of'the statistics image processing logic 144a and/or 1445
would have been—had the pixel data 5302 had not been
clipped—at or above the first threshold.

In any case, the various functional blocks of the statistics
cores 1464 and/or 1465 may use the clipped pixel flag 5304 or
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any other indications that a specific pixel has been clipped
(e.g., discrete counters in the clipped pixel tracking logic 480)
in collecting image statistics. For example, software control-
ling the ISP pipe processing logic 80 may program the various
functional blocks of the statistics cores 146a and/or 1465 to
use or not to use certain pixels in calculating statistics based
on whether the pixel has been clipped, where the pixel has
been clipped, and/or the extent to which the pixel has been
clipped. In this way, statistics collection using clipped pixels
may vary depending on the reason for processing the pixels in
the ISP pipe processing logic 80. The various functional
blocks of the statistics image processing logic 144a may also
vary operation based on whether a pixel is indicated as
clipped. For instance, a pixel in a filter may not be considered
if it has been clipped, which may prevent the clipped pixel
from skewing the output with erroneous information.

Any of the statistics collection logic discussed below may
include or exclude pixels from statistics collection depending
on whether the pixel is indicated as clipped and/or where or to
what extent the pixel is indicated as clipped (e.g., as indicated
by aclipped pixel flag 5304 or by clipped pixel tracking logic
480). Namely, white balancing may incorrectly identity the
color temperature of a scene if clipped pixels are used, so
white balancing components of the 3A statistics collection
logic 482 may discard clipped pixel values. Similarly, auto-
focus components of the 3A statistics collection logic 482
may discard clipped pixel values because using blown-out
regions of the image data may generate incorrect focal results.

Whether a particular component of the statistics core 146a
(including sub components, such as the various elements of
the 3 A statistics collection logic 482) uses a clipped pixel may
be hard-coded or controlled by software. That is, in some
embodiments, all components of the statistics core 146a may
exclude clipped pixels from statistics. In other embodiments,
software may control (e.g., toggle) whether particular com-
ponents of the statistics core 146a use clipped pixels. Addi-
tionally or alternatively, a single global toggle selection may
enable software to determine whether all of the components
of the statistics core 146a consider clipped pixels in deter-
mining statistics.

Statistics Image Processing Logic

The discussion will now turn to the statistics image pro-
cessing logic 144. It should be appreciated that many of the
image processing operations discussed in relation to the sta-
tistics logic 140 may be employed in the same or a similar
manner by the other image processing functional blocks of
the ISP pipe processing logic 80, namely those of the raw
processing logic (RAWProc) 150.

Sensor Linearization (SLIN) Logic

Raw image data received from some sensors 90, particu-
larly high dynamic range (HDR) sensors, may be nonlinear.
For instance, raw image data in a companding format first
may need to be mapped from nonlinear space to a linear
space. The sensor linearization logic 470 of the statistics
image processing logic 144a may perform such a conversion.
One example of the sensor linearization (SLIN) logic 470
appears in FIG. 49.

As seen in FIG. 49, the sensor linearization (SLIN) logic
470 may receive input pixels in raw format (e.g., signed 17-bit
raw format) one pixel at a time. An input offset value (block
490) may be applied to each input pixel. If the pixel value
exceeds the signed 17-bit range after the input offset is
applied, the pixel value may be clamped and an input clip
counter may be incremented. A pixel lookup block 492 may
obtain a new pixel value by using the output of the input offset
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logic 490 as an index value to a lookup table (LUT) 494. The
LUT 494 may map nonlinear input pixel values to linear
output pixel values. In the example of FIG. 49, the LUT 494
of the sensor linearization (SLIN) logic 470 includes two
banks of lookup tables 4964 and 4965, each including respec-
tive lookup tables for each raw color pixel. As may be recalled
from the discussion relating to FIG. 2, above, Bayer pixels of
the raw image data format may be one of four colors: green-
red (Gr), red (R), blue (B), and green-blue (Gb). As such, each
bank of lookup tables 4964 or 4965 may include a respective
lookup table (LUT) for each raw input pixel color component.
These are represented as Gr LUT 498, R LUT 500, B LUT
502, and Gb LUT 504. After looking up the new pixel value
via the pixel lookup block 492, the sensor linearization
(SLIN) logic 470 may optionally apply an output offset 506 to
produce an output pixel, now linearized, illustrated at
numeral 508. If the pixel value after the output offset exceeds
the signed 17-bit range, the pixel value may be clamped to the
signed 17-bit range and an output clip counter may be incre-
mented.

As seen in a more detailed schematic block diagram of the
lookup table bank 496a shown in FIG. 50, each lookup table
498a,500a, 5024, and 504a may include any suitable number
of entries. The entries of the lookup tables 498, 500, 502, and
504 are noted as numerals 512, 514, 516, and 518, respec-
tively. The entries 512, 514, 516, and 518 may be of any
suitable number (e.g., 33, 65, 129, or, in the illustrated
example, 257, or more) and may have any suitable bit depth
(e.g., 8,10, 12, 14, or, in the illustrated example, 16 bits, or
more). The value of the entries 512, 514, 516, and 518 may
represent pre-offset output pixel levels that map non-linear
sensor values to linear image pixel values. In the example of
FIG. 50, the 257 input entries of each lookup table 498, 500,
502, and 504 may be evenly distributed in the range of 8- to
16-bit input pixel values.

Only the lookup table bank 4964 is shown in FIG. 50, but
it should be appreciated that the lookup table bank 4965 may
operate in a substantially similar way. Because the lookup
tables 498, 500, 502, and 504 are double-banked in the lookup
table banks 4964 and 4965, firmware may update one of the
banks 4964 or 4965 while the sensor linearization (SLIN)
logic 470 is processing the image data using the other bank
(e.g., bank 496a). The lookup tables 498, 500, 502, and 504
may be loaded individually, or all four inactive tables can be
loaded with the same values.

An example operation of the sensor linearization (SLIN)
logic 470 appears in a flowchart 520 of FIG. 51. The flowchart
520 may begin when the sensor linearization (SLIN) logic
470 receives an input pixel in raw format (block 522). The
sensor linearization (SLIN) logic 470 may apply an input
offset value (block 524). The input offset value that is applied
may be a signed value applied before the sensor linearization
(SLIN) logic 470 looks up the new value of the pixel in the
lookup tables 494. For negative pixel values, the pixel value
selected from the lookup table 498, 500, 502, or 504 may be
the absolute value of the input pixel. The sign of the image
data may be applied after the resulting lookup table output
value has been obtained. It may be appreciated that this is
equivalent to miring the lookup tables 498, 500, 502, and 504
around zero.

As mentioned above, the 257 input entries 512,514, 516, or
518 may be evenly distributed in the range of 8- to 16-bitinput
pixel values. Thus, when the input pixel value falls between
the intervals of the 257 entries (e.g., between entries 54 and
55), the output values may be linearly interpolated using the
two values between which the input pixel value falls. As
should be appreciated, the input bit depth may determine the



US 9,105,078 B2

51

amount of interpolated bits. For 8-bit input, no interpolation
need be performed. For 10-16 bit input pixels, however, the
lower 2-8-bits will be used for interpolation. The firmware
may thus select the fraction for interpolation based on the bit
depth of the input pixels to obtain a output linear pixel output
value.

Having retrieved a linearized pixel value from the lookup
tables 494, the sensor linearization (SLIN) logic 470 may
apply an output offset value (block 528). The output offset
value may be signed (i.e., may add or subtract from the value
obtained from the lookup tables 494). The sensor lineariza-
tion (SLIN) logic 470 then may output the resulting linear
pixels 508 to be processed by the black level compensation
(BLC) block 472.

Black Level Compensation (BLC)

Returning to FIG. 48, the output of the sensor linearization
(SLIN) logic 470 may be passed to the black level compen-
sation (BLC) logic 472. The BLC logic 472 may provide for
digital gain, offset, and clipping independently for each color
component “c” (e.g., R, B, Gr, and Gb for Bayer) on the pixels
used for statistics collection. For instance, as expressed by the
following operation, the input value for the current pixel is
first offset by a signed value, and then multiplied by a gain.

Y=(X+O[c])xG/[c] ),

where X represents the input pixel value for a given color
component ¢ (e.g., R, B, Gr, or Gb), O[c] represents a signed
16-bit offset for the current color component ¢, G|c]| repre-
sents a gain value for the color component ¢, andY represents
the output pixel value. In one embodiment, the gain G[c] may
be a 16-bit unsigned number with 2 integer bits and 14 frac-
tion bits (e.g., 2.14 in floating point representation), and the
gain G[c] may be applied with rounding. By way of example,
the gain G[c] may have a range of between O to 4 (e.g., 4 times
the input pixel value).

Next, as shown by Equation 2 below, the computed value Y,
which is signed, may then be then clipped to a minimum and
maximum range:

Y=(¥<min[c])?min[c]:(¥>max[c])?max[c]:Y) (2).

The variables min[c] and max[c] may represent signed
16-bit clipping values for the minimum and maximum output
values, respectively. In one embodiment, the BL.C logic 472
may also be configured to maintain a count of the number of
pixels that were clipped above and below maximum and
minimum, respectively, per color component. Additionally or
alternatively, the clipped pixel tracking logic 480 may glo-
bally track pixels clipped throughout the statistics logic 140a.
In some embodiments, when the pixel is clipped, a clipped
pixel flag associated with the clipped pixel may be set to
indicate that the pixel was clipped, that the pixel was clipped
by the BLC logic 472, and/or the extent to which the pixel was
clipped.

Defective Pixel Replacement

As may be appreciated, the image sensor(s) 90 may not
always perfectly capture every pixel of light. Some of the
pixels of the sensor(s) 90 may be “defective pixels,” a term
that refers to imaging pixels within the image sensor(s) 90
that fail to sense light levels accurately. Defective pixels may
attributable to a number of factors, and may include “hot” (or
leaky) pixels, “stuck” pixels, and “dead pixels.” A “hot” pixel
generally appears as being brighter than a non-defective pixel
given the same amount of light at the same spatial location.
Hot pixels may result due to reset failures and/or high leak-
age. For example, a hot pixel may exhibit a higher than
normal charge leakage relative to non-defective pixels, and
thus may appear brighter than non-defective pixels. Addition-

15

25

30

35

40

45

52

ally, “dead” and “stuck” pixels may be the result of impuri-
ties, such as dust or other trace materials, contaminating the
image sensor during the fabrication and/or assembly process,
which may cause certain defective pixels to be darker or
brighter than a non-defective pixel, or may cause a defective
pixel to be fixed at a particular value regardless of the amount
oflight to which it is actually exposed. Additionally, dead and
stuck pixels may also result from circuit failures that occur
during operation of the image sensor. By way of example, a
stuck pixel may appear as always being on (e.g., fully
charged) and thus appears brighter, whereas a dead pixel
appears as always being off.

The defective pixel replacement (DPR) logic 474 may
correct defective pixels by replacing them with other values
before the pixels are considered in statistics collection in the
statistics core 146a. With reference again to F1G. 48, it may be
seen that the DPR logic 474 appears after the BLC logic 472.
By performing defective pixel replacement after, rather than
before, black level compensation, the black levels may be
more accurately represented (since replacing some of the
defective pixels may disadvantageously change the black
level of the image data). In other embodiments, however, the
DPR logic 474 may occur before the BL.C logic 472.

In one embodiment, defective pixel correction is per-
formed independently for each color component (e.g., R, B,
Gr, and Gb for a Bayer pattern). Generally, the DPR logic 474
may provide for dynamic defect correction, wherein the loca-
tions of defective pixels are determined automatically based
upon directional gradients computed using neighboring pix-
els of the same color. As will be understand, the defects may
be “dynamic” in the sense that the characterization of a pixel
as being defective at a given time may depend on the image
data in the neighboring pixels. By way of example, a stuck
pixel that is always on maximum brightness may not be
regarded as a defective pixel if the location of the stuck pixel
is in an area of the current image that is dominate by brighter
or white colors. Conversely, if the stuck pixel is in a region of
the current image that is dominated by black or darker colors,
then the stuck pixel may be identified as a defective pixel
during processing by the DPR logic 474 and corrected
accordingly.

The DPR logic 474 may use one or more horizontal neigh-
boring pixels of the same color on each side of a current pixel
to determine if the current pixel is defective using pixel-to-
pixel directional gradients. If a current pixel is identified as
being defective, the value of the defective pixel may be
replaced with the value of a horizontal neighboring pixel. For
instance, in one embodiment, five horizontal neighboring
pixels of the same color that are inside the raw frame 310
(FIG. 21) boundary are used, wherein the five horizontal
neighboring pixels include the current pixel and two neigh-
boring pixels on either side. Thus, as illustrated in FIG. 52, for
a given color component ¢ and for the current pixel P, hori-
zontal neighbor pixels PO, P1, P2, and P3 may be considered
by the DPR logic 474. It should be noted, however, that
depending on the location of the current pixel P, pixels outside
the raw frame 310 are not considered when calculating pixel-
to-pixel gradients.

For instance, as shown in FIG. 52, in a “left edge” case 540,
the current pixel P is at the leftmost edge of the raw frame 310
and, thus, the neighboring pixels PO and P1 outside of the raw
frame 310 are not considered, leaving only the pixels P, P2,
and P3 (N=3). In a “left edge+1” case 542, the current pixel P
is one unit pixel away from the leftmost edge of the raw frame
310 and, thus, the pixel PO is not considered. This leaves only
the pixels P1, P, P2, and P3 (N=4). Further, in a “centered”
case 544, pixels PO and P1 on the left side of the current pixel
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P and pixels P2 and P3 on the right side of the current pixel P
are within the raw frame 310 boundary and, therefore, all of
the neighboring pixels PO, P1, P2, and P3 (N=5) are consid-
ered in calculating pixel-to-pixel gradients. Additionally,
similar cases 546 and 548 may be encountered as the right-
most edge of the raw frame 310 is approached. For instance,
given the “right edge —1” case 546, the current pixel P is one
unit pixel away the rightmost edge of the raw frame 310 and,
thus, the pixel P3 is not considered (N=4). Similarly, in the
“right edge” case 548, the current pixel P is at the rightmost
edge of the raw frame 310 and, thus, both of the neighboring
pixels P2 and P3 are not considered (N=3).

In the illustrated embodiment, for each neighboring pixel
(k=0 to 3) within the picture boundary (e.g., raw frame 310),
the pixel-to-pixel gradients may be calculated as follows:

G,=abs(P-P,), for 0=ks=3 (only for k within the raw

frame) (3).
Once the pixel-to-pixel gradients have been determined,
defective pixel detection may be performed by the DPR logic
474 as follows. First, it is assumed that a pixel is defective if
acertain number of its gradients G, are at or below a particular
threshold, denoted by the variable dprTh. Thus, for each
pixel, a count (C) of the number of gradients for neighboring
pixels inside the picture boundaries that are at or below the
threshold dprTh is accumulated. By way of example, for each
neighbor pixel inside the raw frame 310, the accumulated
count C of the gradients Gy, that are at or below the threshold
dprTh may be computed as follows:

N 4)
C= Z (G < dprTh),
k

for

0 <k <3 (only for k within the raw frame).

As may be appreciated, depending on the color components,
the threshold value dprTh may vary. Next, if the accumulated
count C is determined to be less than or equal to a maximum
count, denoted by the variable dprMaxC, then the pixel may
be considered defective. This logic is expressed below:

if (C=dprMax(), then the pixel is defective (5).

Defective pixels are replaced using a number of replace-
ment conventions. For instance, in one embodiment, a defec-
tive pixel may be replaced with the pixel to its immediate left,
P1. At a boundary condition (e.g., P1 is outside of the raw
frame 310), a defective pixel may replaced with the pixel to its
immediate right, P2. Further, it should be understood that
replacement values may be retained or propagated for suc-
cessive defective pixel detection operations. For instance,
referring to the set of horizontal pixels shown in FIG. 52, it PO
or P1 were previously identified by the DPR logic 474 as
being defective pixels, their corresponding replacement val-
ues may be used for the defective pixel detection and replace-
ment of the current pixel P.

To summarize the above-discussed defective pixel detec-
tion and correction techniques, a flowchart depicting such a
process is provided in FIG. 53 and referred to by reference
number 560. As shown, process 560 begins at step 562, at
which a current pixel (P) is received and a set of neighbor
pixels is identified. In accordance with the embodiment
described above, the neighbor pixels may include two hori-
zontal pixels of the same color component from opposite
sides of the current pixel (e.g., PO, P1, P2, and P3). Next, at
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step 564, horizontal pixel-to-pixel gradients are calculated
with respect to each neighboring pixel within the raw frame
310, as described in Equation 3 above. Thereafter, at step 566,
acount C ofthe number of gradients that are less than or equal
to a particular threshold dprTh is determined. As shown at
decision logic 568, if C is less than or equal to dprMaxC, then
the process 560 continues to step 570, and the current pixel is
identified as being defective. The defective pixel is then cor-
rected at step 572 using a replacement value. Additionally,
referring back to decision logic 568, if C is greater than
dprMaxC, then the process continues to step 574, and the
current pixel is identified as not being defective, and its value
is not changed.

It should be noted that the defective pixel detection/correc-
tion techniques applied during the ISP pipe processing logic
80 statistics processing may be less robust than defective
pixel detection/correction that is performed in the ISP pipe
logic 82. For instance, as will be discussed in further detail
below, defective pixel detection/correction performed in the
ISP pipe logic 82 may, in addition to dynamic defect correc-
tion, further provide for fixed defect correction, wherein the
locations of defective pixels are known a priori and loaded in
one or more defect tables. Further, dynamic defect correction
may inthe ISP pipelogic 82 may also consider pixel gradients
in both horizontal and vertical directions, and may also pro-
vide for the detection/correction of speckling, as will be dis-
cussed below.

Lens Shading Correction (LSC)

The geometric optics of the lens may result in a drop-off in
intensity that is roughly proportional to the distance from the
lens optical center. Lens shading correction logic 476 may be
used to correct these anomalies by applying a gain per pixel to
compensate for these drop-offs in intensity.

Referring to FIG. 54, a three-dimensional profile 580
depicting light intensity versus pixel position for a typical
lens is illustrated. As shown, the light intensity near the center
582 of the lens gradually drops off towards the corners or
edges 584 of the lens. The lens shading irregularities depicted
in FIG. 54 may be better illustrated by FIG. 55, which shows
a photograph 586 that exhibits drop-offs in light intensity
towards the corners and edges. Particularly, it should be noted
that the light intensity at the approximate center of the image
appears to be brighter than the light intensity at the corners
and/or edges of the image.

In accordance with an embodiments, lens shading correc-
tion gains may be specified as a two-dimensional grid of gains
per color channel (e.g., Gr, R, B, Gb for a Bayer filter). The
gain grid points may be distributed at fixed horizontal and
vertical intervals. The grid point gain data may be stored in
memory external to the ISP circuitry, thus facilitating access
to the data without necessitating a load of a portion of the grid
into the ISP circuitry’s internal memory. Further, because the
external memory may include an increased capacity over the
ISP circuitry’s internal memory, grid point gain data for the
entire sensor (or multiple sensors if so equipped) may be
stored in the external memory. Thus, as will be described in
more detail below, the ISP circuitry may simply reference a
pointer to an external memory address where the grid point
gain data is stored for the entire sensor and navigate to the
relevant portion of the grid point gain data. The lens shading
correction gains may be represented in the same order as they
Bayer image and, in some embodiments, including a 16-bit
gain per color component. As discussed above in FIG. 21, the
raw frame 310 may include an active region 312 which
defines an area on which processing is performed for a par-
ticular image processing operation. With regard to the lens
shading correction operation, an active processing region,
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which may be referred to as the LSC region, is defined within
the raw frame region 310. As will be discussed below, the
LSC region may be completely inside or at the gain grid
boundaries, otherwise results may be undefined.

For instance, referring to FIG. 56, an LSC region 588 and
a gain grid 590 that may be defined within an input frame are
shown. The LSC region 588 may have a width 592 and a
height 594. Further, the starting pixel 595 of the LSC region
588 may be defined by an x-offset 596 and a y-offset 598 with
respect to a lens shading gain base 600. For example, the
x-offset 596 and y-offset 598 may define a grid frame offset
from the lens shading gain base 300 to the first pixel in the
LSC region 588. Thus, the relative position of the LSC region
588 to the gain grid 600 may be determined.

The horizontal (x-direction) and vertical (y-direction) grid
point intervals 602 and 604, respectively, may be specified
independently for each color channel. These grid point inter-
vals 602 and 604 define the intervals between grid points of
the same color channel. The grid point interval can be set to an
arbitrary value in the horizontal and vertical directions. In the
Raw Processing block lens correction shading discussed
below, the grid point intervals may be set to 1 or between
4-256. In the statistics block lens shading correction, the grid
point intervals may be between 16-256 in units of the Bayer
quad. As will be discussed in more detail below, pixel gain
values may be interpolated based upon the nearby grid gain
values. However, when the intervals are set to 1, these gain
values are not interpolated. Instead, the previous gain value
read from the LSC gain memory is used.

The horizontal (x-direction) and vertical (y-direction) grid
point spacing 606 and 608, respectively, may represent the
position of the gain value of the Bayer quad gains relative to
the first gain at the lens shading gain base 600. This spacing
may be used to set the sampling interval of the gain values in
the gain grid 600. In one example, when the gain grid 600 is
co-located for all colors, the grid spacing is zero. Alterna-
tively, when the grid gain points are equally spaced, the grid
point spacing 606 and 608 will be half the grid intervals 602
and 604, respectively. The grid spacing 606 and 608 will
necessarily be less than the grid intervals 602 and 604, respec-
tively. Further, a lens shading correction gain stride 610 may
represent the distance between two vertically adjacent gain
grids 590.

The lens shading correction (LL.SC) gains may be repre-
sented in the same order as a Bayer image, with 16-bit gain
per color component. The color of the first pixel in the LSC
grid gain may be programmed by software. Each 16-bit rep-
resentation may contain an LSC gain value with 13 fractional
bits (e.g., a 3.13 bit representation). As can be appreciated, by
utilizing the address of lens shading gain base 600 and the
grid offsets, the same gain memory can be used while the
sensor cropping region is changing. For example, instead of
the ISP circuitry having to update grid gain values in internal
memory, the ISP circuitry, by merely updating a few param-
eters (e.g., the grid point intervals 602 and 604 ), may align the
proper grid points for the changed cropping region. By way of
example only, this may be useful when cropping is used
during digital zooming operations. Further, while the gain
grid 600 shown in the embodiment of FIG. 56 is depicted as
having generally equally spaced grid points, it should be
understood that in other embodiments, the grid points may
not necessarily be equally spaced. For instance, in some
embodiments, the grid points may be distributed unevenly
(e.g., logarithmically), such that the grid points are less con-
centrated in the center of the LSC region 588, but more
concentrated towards the corners of the LSC region 588,
typically where lens shading distortion is more noticeable.
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In accordance with the presently disclosed lens shading
correction techniques, when a current pixel location is located
outside of the LSC region 588, no gain is applied (e.g., the
pixel is passed unchanged). When the current pixel location is
at a gain grid location, the gain value at that particular grid
point may be used. However, when a current pixel location is
between grid points, the gain may be interpolated using bilin-
ear interpolation. An example of interpolating the gain for the
pixel location “G” on FIG. 21 is provided below.

As shown in F1G. 57, the pixel G is between the grid points
GO0, G1, G2, and G3, which may correspond to the top-left,
top-right, bottom-left, and bottom-right gains, respectively,
relative to the current pixel location G. The horizontal and
vertical size of the grid interval is represented by X and Y,
respectively. Additionally, ii and jj represent the horizontal
and vertical pixel offsets, respectively, relative to the position
of the top left gain GO. Based upon these factors, the gain
corresponding to the position G may thus be interpolated as
follows:

(GO(Y — jp(X — i) +

_ (G - Jpin) + (G2(NX — i) + (G3EDUD)
XY '

(62)

G

The terms in Equation 6a above may then be combined to
obtain the following expression:

GO[XY = X(j) - YD) + GD(P] +

G GI[Y(@) - DD + G2[X () = GDD] + G3LEDH0MN]
XY '

(6b)

In one embodiment, since X and Y are constant for the input
frame, a reciprocal value may be used to avoid a divide as
follows:

G=(GO(Y=j)(X~iD))+(G1(¥-0.11)(0+(G2 () (X~if))+
(G3()(j)) *recipricol)>>32
where reciprocal=(1<<32)/(XY).

In certain embodiments, the gain may have a range of
between 0 and 8x. The interpolated gain between grid points
may retain full precision. Further, because the input pixel is
signed, the output from the lens shading correction is also
signed.

Statistics regarding the lens shading correction input and
output pixels may be useful for further processing in the ISP
pipeline. For example, lens shading correction statistics may
collect a number of pixels that are above a programmable
threshold value before and/or after the lens shading correction
is applied. For example, in some embodiments, a program-
mable threshold value may be set to a sensor’s saturation
value. The lens shading correction statistics may count the
number of pixels at or above the sensor’s saturation value
before lens shading correction is applied. Further, a second
threshold value may be set to a desired clip level at the output
of the lens shading correction. The lens shading correction
statistics may count the number of pixels at or above the
desired clip level after lens shading correction has been
applied. The lens shading correction statistics may also count
the number of pixels that both are above the sensor’s satura-
tion value before lens shading correction is applied and are
above the desired clip level after the lens shading correction is
applied.

The lens shading correction techniques may be further
illustrated by the process 612 shown in FIG. 58. As shown,
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process 612 begins at step 614, at which the position of a
current pixel is determined relative to the boundaries of the
LSC region 588 of FIG. 56. Next, decision logic 616 deter-
mines whether the current pixel position is within the LSC
region 588. If the current pixel position is outside of the LSC
region 588, the process 612 continues to step 618, and no gain
is applied to the current pixel (e.g., the pixel passes
unchanged).

If the current pixel position is within the LSC region 588,
the process 612 continues to decision logic 620, at which it is
further determined whether the current pixel position corre-
sponds to a grid point within the gain grid 590. If the current
pixel position corresponds to a grid point, then the gain value
atthat grid point is selected and applied to the current pixel, as
shown at step 622. If the current pixel position does not
correspond to a grid point, then the process 612 continues to
step 624, and a gain is interpolated based upon the bordering
grid points (e.g., GO, G1, G2, and G3 of FIG. 21). For
instance, the interpolated gain may be computed in accor-
dance with Equations 6a and 6b, as discussed above. There-
after, the process 612 ends at step 626, at which the interpo-
lated gain from step 624 is applied to the current pixel.

As will be appreciated, the process 612 may be repeated for
each pixel of the image data. For instance, as shown in FIG.
59, a three-dimensional profile depicting the gains that may
be applied to each pixel position within a LSC region (e.g.
588) is illustrated. As shown, the gain applied at the corners
628 of the image may be generally greater than the gain
applied to the center 630 of the image due to the greater
drop-offin light intensity at the corners, as shown in FIGS. 54
and 55. Using the presently described lens shading correction
techniques, the appearance of light intensity drop-offs in the
image may be reduced or substantially eliminated. For
instance, FIG. 60 provides an example of how the photograph
632 from FIG. 55 may appear after lens shading correction is
applied. As shown, compared to the original image from FIG.
55, the overall light intensity is generally more uniform
across the image. Particularly, the light intensity at the
approximate center of the image may be substantially equal to
the light intensity values at the corners and/or edges of the
image. Additionally, as mentioned above, the interpolated
gain calculation (Equations 6a and 6b) may, in some embodi-
ments, be replaced with an additive “delta” between grid
points by taking advantage of the sequential column and row
incrementing structure. As will be appreciated, this reduces
computational complexity.

In further embodiments, in addition to using grid gains, a
global gain per color component that is scaled as a function of
the distance from the image center is used. The center of the
image may be provided as an input parameter, and may be
estimated by analyzing the light intensity amplitude of each
image pixel in the uniformly illuminated image. The radial
distance between the identified center pixel and the current
pixel, may then be used to obtain a linearly scaled radial gain,
G,, as shown below:

G, =G, [c]xR ™,

where G, [c] represents a global gain parameter for each color
component ¢ (e.g., R, B, Gr, and Gb components for a Bayer
pattern), and wherein R represents the radial distance
between the center pixel and the current pixel.

With reference to FIG. 61, which shows the LSC region
588 discussed above, the distance R may be calculated or
estimated using several techniques. As shown, the pixel C
corresponding to the image center may have the coordinates
(Xo, Yy), and the current pixel G may have the coordinates (x,
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V). In one embodiment, the LSC logic 476 may calculate the
distance R using the following equation:

R:\/(xG_Xo)z"'(yG_YO)z (8).

In another embodiment, a simpler estimation formula,
shown below, may be utilized to obtain an estimated value for
R.

R=axmax(abs(xG—x¢),abs(y—yo) +Px

min(abs(xe-x0),abs(yo-yo)) ©)-

In Equation 9, the estimation coefficients o and § may be
scaled to 8-bit values. By way of example only, in one
embodiment, a may be equal to approximately 123/128 and §
may be equal to approximately 51/128 to provide an esti-
mated value for R. Using these coefficient values, the largest
error may be approximately 4%, with a median error of
approximately 1.3%. Thus, even though the estimation tech-
nique may be somewhat less accurate than utilizing the cal-
culation technique in determining R (Equation 8), the margin
of error is low enough that the estimated values or R are
suitable for determining radial gain components for the
present lens shading correction techniques.

The radial gain G, may then be multiplied by the interpo-
lated grid gain value G (Equations 6a and 6b) for the current
pixel to determine a total gain that may be applied to the
current pixel. The output pixel Y is obtained by multiplying
the input pixel value X with the total gain, as shown below:

Y=(GxG,xX)

Thus, in accordance with the present technique, lens shading
correction may be performed using only the interpolated gain,
both the interpolated gain and the radial gain components.
Alternatively, lens shading correction may also be accom-
plished using only the radial gain in conjunction with a radial
grid table that compensates for radial approximation errors.
For example, instead of a rectangular gain grid 590, as shown
in FIG. 56, a radial gain grid having a plurality of grid points
defining gains in the radial and angular directions may be
provided. Thus, when determining the gain to apply to a pixel
that does not align with one of the radial grid points within the
LSC region 588, interpolation may be applied using the four
grid points that enclose the pixel to determine an appropriate
interpolated lens shading gain.

Referring to FIG. 62, the use of interpolated and radial gain
components in lens shading correction is illustrated by the
process 634. It should be noted that the process 634 may
include steps that are similar to the process 612, described
above in FIG. 58. Accordingly, such steps have been num-
bered with like reference numerals. Beginning at step 636, the
current pixel is received and its location relative to the LSC
region 588 is determined. Next, decision logic 638 deter-
mines whether the current pixel position is within the LSC
region 588. If the current pixel position is outside of the LSC
region 588, the process 634 continues to step 640, and no gain
is applied to the current pixel (e.g., the pixel passes
unchanged). If the current pixel position is within the LSC
region 588, then the process 634 may continue simulta-
neously to step 642 and decision logic 644. Referring first to
step 642, data identifying the center of the image is retrieved.
As discussed above, determining the center of the image may
include analyzing light intensity amplitudes for the pixels
under uniform illumination. This may occur during calibra-
tion, for instance. Thus, it should be understood that step 642
does not necessarily encompass repeatedly calculating the
center of the image for processing each pixel, but may refer to
retrieving the data (e.g., coordinates) of previously deter-
mined image center. Once the center of the image is identi-

(10).



US 9,105,078 B2

59

fied, the process 634 may continue to step 646, wherein the
distance between the image center and the current pixel loca-
tion (R) is determined. As discussed above, the value of R
may be calculated (Equation 8) or estimated (Equation 9).
Then, at step 648, a radial gain component G, may be com-
puted using the distance R and global gain parameter corre-
sponding to the color component of the current pixel (Equa-
tion 7). The radial gain component G, may be used to
determine the total gain, as will be discussed in step 650
below.

Referring back to decision logic 644, a determination is
made as to whether the current pixel position corresponds to
a grid point within the gain grid 590. If the current pixel
position corresponds to a grid point, then the gain value at that
grid point is determined, as shown at step 652. If the current
pixel position does not correspond to a grid point, then the
process 634 continues to step 654, and an interpolated gain is
computed based upon the bordering grid points (e.g., GO, G1,
G2, and G3 of FIG. 21). For instance, the interpolated gain
may be computed in accordance with Equations 6a and 6b, as
discussed above. Next, at step 650, a total gain is determined
based upon the radial gain determined at step 346, as well as
one of the grid gains (step 652) or the interpolated gain (step
654). As can be appreciated, this may depend on which
branch decision logic 644 takes during the process 634. The
total gain is then applied to the current pixel, as shown at step
656. Again, it should be noted that like the process 310, the
process 340 may also be repeated for each pixel of the image
data.

The use of the radial gain in conjunction with the grid gains
may offer various advantages. For instance, using a radial
gain allows for the use of single common gain grid for all
color components. This may greatly reduce the total storage
space required for storing separate gain grids for each color
component. For instance, in a Bayer image sensor, the use of
a single gain grid for each of the R, B, Gr, and Gb components
may reduce the gain grid data by approximately 75%. As will
be appreciated, this reduction in grid gain data may decrease
implementation costs, as grid gain data tables may account
for a significant portion of memory or chip area in image
processing hardware. Further, depending upon the hardware
implementation, the use of a single set of gain grid values may
offer further advantages, such as reducing overall chip area
(e.g., such as when the gain grid values are stored in an
on-chip memory) and reducing memory bandwidth require-
ments (e.g., such as when the gain grid values are stored in an
off-chip external memory).

When applying the gains using the LSC logic 476 results in
a clipped pixel, this may be tracked, and the statistics core
146a and/or 1465 may determine whether to use the pixel in
certain statistics collection operations based on its clipped
status. In one embodiment, the LSC logic 476 may also be
configured to maintain a count of the number of pixels that
were clipped above and below maximum and minimum,
respectively, per color component. Additionally or alterna-
tively, the clipped pixel tracking logic 480 may globally track
pixels clipped throughout the statistics logic 140a. In some
embodiments, when the pixel is clipped, a clipped pixel flag
associated with the clipped pixel may be set to indicate that
the pixel was clipped, that the pixel was clipped by the LSC
logic 476, and/or the extent to which the pixel was clipped.
Inverse Black Level Compensation (IBLC)

Recalling FIG. 48, the output of the lens shading correction
(LSC) logic 476 is subsequently forwarded to the inverse
black level compensation (IBLC) logic 478. The IBLC logic
478 provides gain, offset and clip independently for each
color component (e.g., R, B, Gr, and Gb), and generally
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performs the inverse function to the BLC logic 472. For
instance, as shown by the following operation, the value of the
input pixel is first multiplied by a gain and then offset by a
signed value, before being clipped:

Y=((X+O01/[c])*G[c])+O[c]

Y=(¥<min[c])?min[c]:(¥>max[c])?max[c/: ¥

where X represents the input pixel value for a given color
component ¢ (e.g., R, B, Gr, or Gb), O[c] represents a signed
16-bit offset for the current color component ¢, G|c] repre-
sents a gain value for the color component ¢, and Y represents
the output pixel value. In one embodiment, the gain G[c] may
have a range of between approximately O to 4x (4 times the
input pixel value X). The gains G|c] may represent 16-bit
unsigned numbers with 14 fraction bits (2.14). The gain may
be applied with rounding, and the min[c] and max[c] may be
signed 16-bit clip values for the minimum and maximum
output values, respectively. The output of the IBLC may be
unsigned. Moreover, if the input pixels to the IBLC logic 478
are expected to go negative (when using a negative offset in
the BLC logic 472), the IBLC logic 478 may not be bypassed
and the minimum clip value may be set to zero. In bypass
mode, the lower 16-bits of the pixel data coming from the
LSC logic 476 may be passed through. Therefore, negative
values (e.g., represented in twos complement) will not be
clipped to zero, resulting instead in large positive numbers at
the 16-bit unsigned output.

In one embodiment, the IBL.C logic 478 may maintain a
count of the number of pixels that were clipped above and
below maximum and minimum, respectively, per color com-
ponent. Additionally or alternatively, the clipped pixel track-
ing counter 480 may globally track pixels clipped throughout
the statistics logic 140a, and/or an associated clipped pixel
flag (e.g., 5304) may be set.

Statistics Collection

Thereafter, the output of the IBLC logic 478 is received by
the statistics core 146, which may provide for the collection
of'various statistical data points about the image sensor(s) 90,
such as those relating to auto-exposure (AE), auto-white bal-
ance (AWB), auto-focus (AF), flicker detection, and so forth.
Additionally, the statistics core 146 may obtain fixed pattern
noise statistics (FPN stats) using the FPN statistics logic 484
and local image statistics (e.g., local tone mapping statistics
and thumbnail statistics) using the local statistics logic 488.
These various statistics collection blocks of the statistics core
1464 will be discussed below.

Before continuing further, it should also be noted that the
various statistics collection blocks of the statistics core 146a
and/or 1465 may vary operation on pixels when the pixels are
clipped (e.g., as indicated by a clipped pixel flag associated
with the pixel, the clipped pixel tracking logic 480, and so
forth). As mentioned above, in some embodiments, when the
pixel is clipped, a clipped pixel flag associated with the
clipped pixel may be set to indicate that the pixel was clipped,
that the pixel was clipped by a particular functional block of
the statistics image processing logic 144, and/or the extent to
which the pixel was clipped. Certain of the statistics collec-
tion blocks may be configured always to exclude a pixel from
statistics collection when the pixel is clipped. Additionally or
alternatively, some or all of the statistics collection blocks
may be programmed by software to consider or not to con-
sider a clipped pixel in it calculations. Thus, the software
controlling the ISP pipe processing logic 80 may determine
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whether to include clipped pixels depending, for example, on
whether including clipped pixels would be detrimental to the
particular statistics collected.

To provide a brief example, the “3A statistics” block dis-
cussed below includes auto-white-balance (AWB) statistics
logic. The AWB logic generally is concerned with red and
blue pixels, but not green. As such, red or blue pixels that have
been clipped (e.g., as indicated by a clipped pixel flag) may
not be used by the AWB statistics logic. On the other hand,
green pixels that have been clipped (e.g., as indicated by a
clipped pixel flag) may be used by the AWB statistics logic.
That is, clipping of red or blue pixels may cause AWB statis-
tics to be unreliable, while clipping of green pixels may not.
This is only one example, and it should be understood that any
of'the various statistics collection blocks may selectively use
pixels depending on whether they have been clipped.

“3A” Statistics Collection

As may be appreciated, AWB, AE, and AF statistics may be
used in the acquisition of images in digital still cameras as
well as video cameras. For simplicity, AWB, AE, and AF
statistics may be collectively referred to herein as “3 A statis-
tics.” In the embodiment of the statistics logic 140a shown in
FIG. 48, the architecture for the 3 A statistics collection logic
482 may be implemented in hardware, software, or a combi-
nation of hardware and software. Further, control software or
firmware (e.g., control logic 84) may be used to analyze the
statistics data collected by the 3A statistics collection logic
482 and control various parameters of the lens (e.g., focal
length), sensor (e.g., analog gains, integration times), and the
ISP pipe processing logic 80 (e.g., digital gains, color correc-
tion matrix coefficients). In some embodiments, the image
processing circuitry 32 may provide flexibility in statistics
collection to enable control software or firmware to imple-
ment various AWB, AE, and AF algorithms.

With regard to white balancing (AWB), the image sensor
response at each pixel may depend on the illumination source,
since the light source is reflected from objects in the image
scene. Thus, each pixel value recorded in the image scene is
related to the color temperature of the light source. For
instance, FIG. 63 shows a graph 789 illustrating the color
range of white areas under low color and high color tempera-
tures for a YCbCr color space. As shown, the x-axis of the
graph 789 represents the blue-difference chroma (Cb) and the
y-axis of the graph 789 represents red-difference chroma (Cr)
of the YCbCr color space. The graph 789 also shows a low
color temperature axis 790 and a high color temperature axis
791. The region 792 in which the axes 790 and 791 are
positioned, represents the color range of white areas under
low and high color temperatures in the YCbCr color space. It
should be understood, however, that the YCbCr color space is
merely one example of a color space that may be used in
conjunction with auto white balance processing. Other
embodiments may use any suitable color space. For instance,
in certain embodiments, other suitable color spaces may
include a Lab (CIELab) color space (e.g., based on CIE
1976), a red/blue normalized color space (e.g., an R/(R+2G+
B) and B/(R+2G+B) color space; a R/G and B/G color space;
a Cb/Y and Cr/Y color space, etc.). Accordingly, for the
purposes of'this disclosure, the axes of the color space used by
the 3 A statistics collection logic 482 may be referred to as C1
and C2 (as is the case in FIG. 63).

When a white object is illuminated under a low color
temperature, it may appear reddish in the captured image.
Conversely, a white object that is illuminated under a high
color temperature may appear bluish in the captured image.
The goal of white balancing is, therefore, to adjust RGB
values such that the image appears to the human eye as if it
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were taken under canonical light. Thus, in the context of
imaging statistics relating to white balance, color information
about white objects are collected to determine the color tem-
perature of the light source. In general, white balance algo-
rithms may include two main steps. First, the color tempera-
ture of the light source is estimated. Second, the estimated
color temperature is used to adjust color gain values and/or
determine/adjust coefficients of a color correction matrix.
Such gains may be a combination of analog and digital image
sensor gains, as well as ISP digital gains.

For instance, in some embodiments, the imaging device 30
may be calibrated using multiple different reference illumi-
nants. Accordingly, the white point of the current scene may
be determined by selecting the color correction coefficients
corresponding to a reference illuminant that most closely
matches the illuminant of the current scene. By way of
example, one embodiment may calibrate the imaging device
30 using five reference illuminants, a low color temperature
illuminant, a middle-low color temperature illuminant, a
middle color temperature illuminant, a middle-high color
temperature illuminant, and a high color temperature illumi-
nant. As shown in FIG. 64, one embodiment may define white
balance gains using the following color correction profiles:
Horizon (H) (simulating a color temperature of approxi-
mately 2300 degrees), Incandescent (A or IncA) (simulating
a color temperature of approximately 2856 degrees), D50
(simulating a color temperature of approximately 5000
degrees), D65 (simulating a color temperature of approxi-
mately 6500 degrees), and D75 (simulating a color tempera-
ture of approximately 5640 degrees).

Depending on the illuminant of the current scene, white
balance gains may be determined using the gains correspond-
ing to the reference illuminant that most closely matches the
current illuminant. For instance, if the 3 A statistics collection
logic 482 (described in more detail with reference to FIG. 65
below) determines that the current illuminant approximately
matches the reference middle color temperature illuminant,
D50, then white balance gains of approximately 1.37 and 1.23
may be applied to the red and blue color channels, respec-
tively, while approximately no gain (1.0) is applied to the
green channels (GO and G1 for Bayer data). In some embodi-
ments, if the current illuminant color temperature is in
between two reference illuminants, white balance gains may
be determined via interpolating the white balance gains
between the two reference illuminants. Further, while the
present example shows an imaging device being calibrated
using H, A, D50, D65, and D75 illuminants, it should be
understood that any suitable type of illuminant may be used
for camera calibration, such as TL84 or CWF (fluorescent
reference illuminants), and so forth.

As will be discussed further below, several statistics may
be provided for AWB including a two-dimensional (2D) color
histogram, and RGB or YCC sums to provide multiple pro-
grammable color ranges. For instance, in one embodiment,
the 3 A statistics collection logic 482 may provide a set of
multiple pixel condition filters, of which a subset of the mul-
tiple pixel filters may be selected for AWB processing. In one
embodiment, eight sets of filters, each with different config-
urable parameters, may be provided, and three sets of color
range filters may be selected from the set for gathering tile
statistics, as well as for gathering statistics for each floating
window. By way of example, a first selected filter may be
configured to cover the current color temperature to obtain
accurate color estimation, a second selected filter may be
configured to cover the low color temperature areas, and a
third selected filter may be configured to cover the high color
temperature areas. This particular configuration may enable
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the AWB algorithm to adjust the current color temperature
area as the light source is changing. Further, the 2D color
histogram may be used to determine the global and local
illuminants and to determine various pixel filter thresholds for
accumulating RGB values. Again, it should be understood
that the selection of three pixel filters is meant to illustrate just
one embodiment. In other embodiments, fewer or more pixel
filters may be selected for AWB statistics.

Further, in addition to selecting three pixel filters, one
additional pixel filter may also be used for auto-exposure
(AE), which generally refers to a process of adjusting pixel
integration time and gains to control the luminance of the
captured image. For instance, auto-exposure may control the
amount of light from the scene that is captured by the image
sensor(s) by setting the integration time. In certain embodi-
ments, tiles and floating windows of luminance statistics may
be collected via the 3A statistics collection logic 482 and
processed to determine integration and gain control param-
eters.

Further, auto-focus may refer to determining the optimal
focal length of the lens in order to substantially optimize the
focus ofthe image. In certain embodiments, floating windows
of high frequency statistics may be collected and the focal
length of the lens may be adjusted to bring an image into
focus. As discussed further below, in one embodiment, auto-
focus adjustments may use coarse and fine adjustments based
upon one or more metrics, referred to as auto-focus scores
(AF scores) to bring an image into focus. Further, in some
embodiments, AF statistics/scores may be determined for
different colors, and the relativity between the AF statistics/
scores for each color channel may be used to determine the
direction of focus.

As discussed above, the control logic 84, which may be a
dedicated processor in the image processing circuitry 32 of
the device 10, may process the collected statistical data to
determine one or more control parameters for controlling the
imaging device 30 and/or the image processing circuitry 32.
For instance, such the control parameters may include param-
eters for operating the lens of the image sensor 90 (e.g., focal
length adjustment parameters), image sensor parameters
(e.g., analog and/or digital gains, integration time), as well as
ISP pipe processing parameters (e.g., digital gain values,
color correction matrix (CCM) coefficients). Additionally, as
mentioned above, in certain embodiments, statistical process-
ing may occur at a precision of 8-bits and, thus, raw pixel data
having a higher bit-depth may be down-scaled to an 8-bit
format for statistics purposes. As discussed above, down-
scaling to 8-bits (or any other lower-bit resolution) may
reduce hardware size (e.g., area) and also reduce processing
complexity, as well as allow for the statistics data to be more
robust to noise (e.g., using spatial averaging of the image
data). The statistical processing of the statistics logic 146a
and 1465 may, alternatively, use a precision of 16 bits.
Although the 16-bit statistics may be more precise than 8-bit
statistics, some software may rely on legacy 8-bit statistics.
As such, the statistics cores 146a and 1465 may be controlled
by software to operate at 8-bit and/or 16-bit precision.

With the foregoing in mind, FIG. 65 is a block diagram
depicting logic for implementing one embodiment of the 3A
statistics collection logic 482. As shown, the 3A statistics
collection logic 482 may receive a signal 793 representing
Bayer RGB data which, as shown in FIG. 48, may correspond
to the output of the inverse BLC logic 478. The 3A statistics
collection logic 482 may process the Bayer RGB data 793 to
obtain various statistics 794, which may represent the output
STATSO of the 3 A statistics collection logic 482, as shown in
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FIG. 48, or alternatively the output STATS1 of a statistics
logic associated with the Sensor] statistics processing unit
1405.

In the illustrated embodiment, for the statistics to be more
robust to noise, the incoming Bayer RGB pixels 793 are first
averaged by logic 795. For instance, the averaging may be
performed in a window size of 4x4 sensor pixels consisting of
four 2x2 Bayer quads (e.g., a 2x2 block of pixels representing
the Bayer pattern), and the averaged red (R), green (G), and
blue (B) values in the 4x4 window may be computed and, if
desired, converted to 8-bits. This process is illustrates in more
detail with respect to FIG. 66, which shows a 4x4 window 796
of pixels formed as four 2x2 Bayer quads 797. Using this
arrangement, each color channel includes a 2x2 block of
corresponding pixels within the window 796, and same-col-
ored pixels may be summed and averaged to produce an
average color value for each color channel within the window
796. For instance, red pixels 799 may be averaged to obtain an
average red value (R ;) 803, and the blue pixels 800 may be
averaged to obtain an average blue value (B ;,) 804 within the
sample 796. With regard to averaging of the green pixels,
several techniques may be used since the Bayer pattern has
twice as many green samples as red or blue samples. In one
embodiment, the average green value (G,;) 802 may be
obtained by averaging just the Gr pixels 798, just the Gb
pixels 801, or all of the Grand Gb pixels 798 and 801 together.
In another embodiment, the Gr and Gb pixels 798 and 801 in
each Bayer quad 797 may be averaged, and the average of the
green values for each Bayer quad 797 may be further aver-
aged together to obtain G ;- 802. As may be appreciated, the
averaging of the pixel values across pixel blocks may provide
for the reduction of noise. Further, it should be understood
that the use of a 4x4 block as a window sample is merely
intended to provide one example. Indeed, in other embodi-
ments, any suitable block size may be used (e.g., 8x8, 16x16,
32x32, etc.). It may be appreciated that a pixel may be con-
sidered clipped if any of the average values (R ;) 803, (B ;)
804, or (G ;) 802 is clipped.

Thereafter, the downscaled Bayer RGB values 806 are
input to the color space conversion logic units 807 and 808.
Because some of the 3A statistics data may rely upon pixel
pixels after applying color space conversion, the color space
conversion (CSC) logic 807 and CSC logic 808 may be con-
figured to convert the down-sampled Bayer RGB values 806
into one or more other color spaces. In one embodiment, the
CSC logic 807 may provide for a non-linear space conversion
and the CSC logic 808 may provide for a linear space con-
version. Thus, the CSC logic units 807 and 808 may convert
the raw image data from sensor Bayer RGB to another color
space (e.g., SRGB,,....» SRGB, YCbCr, etc.) that may be more
ideal or suitable for performing white point estimation for
white balance.

In the present example, the non-linear CSC logic 807 may
be configured to perform a 3x3 matrix multiply, followed by
a non-linear mapping implemented as a lookup table, and
further followed by another 3x3 matrix multiply with an
added offset. This allows for the 3A statistics color space
conversion logic 807 to replicate the color processing of the
RGB processing logic 160 in the ISP pipe processing logic 80
(e.g., applying white balance gain, applying a color correc-
tion matrix, applying RGB gamma adjustments, and perform-
ing color space conversion) for a given color temperature. It
may also provide for the conversion of the Bayer RGB values
to a more color consistent color space such as CIELab, or any
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of the other color spaces discussed above (e.g., YCbCr, a
red/blue normalized color space, etc.). Under some condi-
tions, a Lab color space may be more suitable for white
balance operations because the chromaticity is more linear
with respect to brightness.

As shown in FIG. 65, the output pixels from the Bayer RGB
down-scaled signal 806 are processed with a first 3x3 color
correction matrix (3A_CCM), referred to herein by reference
number 808. In the present embodiment, the 3A_CCM 809
may be configured to convert from a camera RGB color space
(camRGB), to a linear sSRGB calibrated space (sSRGB,,,,.,,)- A
programmable color space conversion that may be used in
one embodiment is provided:

$Rypowr =3A_CCM_00*R + 3A_CCM_01*G +
3A_CCM_02*B + 3A_CCM_OffsetR
G e = 3A_CCM_10*R + 3A_CCM_11*G +
3A_CCM_12*B + 3A_CCM_OffsetG
Benr = 3A_CCM_20*R + 3A_CCM_21*G +
3A_CCM_22*B + 3A_CCM_OffsetB
SRypmoar = (Rypmomr < 3A_CCM_MIN[0]) ? 3A_CCM_MINJ[0]:
(SR jnoer > 3A_CCM_MAX[0]):

3A_CCM_MAX[0]):5R g
G om = (8Gpome < 3A_CCM_MIN[1]) ? 3A_CCM_MIN[1]:
(5Gimem > 3A_CCM_MAX][1]):

3A_CCM_MAX[1]: $Gi3r0
Bear = (5Gimear < 3A_CCM_MINJ2]) ? 3A_CCM_MIN[2]:
(sBjy,0r > 3A_CCM_MAX[2]):

3A_CCM_MAX[2]: sBjenr

where the variables 3A_CCM_ 00 through 3A_CCM_ 22
represent signed coefficients of the matrix 808, the variable
3A_CCM_OffsetR represents a red pixel offset value, the
variable 3A_CCM_OffsetG represents a green pixel offset
value, and the variable 3A_CCM_OffsetB represents a blue
pixel offset value. The variables 3A_CCM_MINJ[c] and
3A_CCM_MAX][c] refer to maximum and minimum allow-
able pixel values, where c represents the color component red
(0), green (1), or blue (2). These values may vary depending,
for example, on the bit depth of the image data. Thus,
each of the sR ;. ..» $Giinear a0d $By,,..,» components of the
sRGB;,... color space may be determined first determining
the sum of the red, blue, and green down-sampled Bayer RGB
values with corresponding 3A_CCM coefficients applied,
and then clipping this value to the minimum and maximum
pixel values for 8-16-bit pixel data, as appropriate. The result-
ing sSRGB,,,... values are represented in FIG. 65 by reference
number 810 as the output of the 3A_CCM 809. Additionally,
the 3 A statistics collection logic 482 may maintain a count of
the number of clipped pixels for each of the sR,,,...» SG 10007
and sB,,,... components, as expressed below:
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-continued

3A_CCM_B_clipcount_low : number of sBj;, .0
pixels < 3A_CCM_MINJ2] clipped
3A_CCM_B_clipcount_high : number of sBy,..,
pixels > 3A_CCM_MAX]|2] clipped

Next, the sRGB,,,.,.. pixels 810 may be processed using a
non-linear lookup table 811 to produce sSRGB pixels 812. The
lookup table 811 may contain entries of 16-bit values, with
each table entry value representing an output level. In one
embodiment, the look-up table 811 may include 257 evenly
distributed input entries. A table index may represent values
in steps of 1 to 256, depending on the bit depth (e.g., 8-bit to
16-bit). When the input pixel value falls between intervals,
the output values may be linearly interpolated.

As may be appreciated, the sSRGB color space may repre-
sent the color space of the final image produced by the imag-
ing device 30 for a given white point, as white balance statis-
tics collection is performed in the color space of the final
image produced by the image device. In one embodiment, a
white point may be determined by matching the characteris-
tics of the image scene to one or more reference illuminants
based, for example, upon red-to-green and/or blue-to-green
ratios. For instance, one reference illuminant may be D65, a
CIE standard illuminant for simulating daylight conditions.
In addition to D65, calibration of the imaging device 30 may
also be performed for other different reference illuminants,
and the white balance determination process may include
determining a current illuminant so that processing (e.g.,
color balancing) may be adjusted for the current illuminant
based on corresponding calibration points. By way of
example, in one embodiment, the imaging device 30 and 3A
statistics collection logic 482 may be calibrated using, in
addition to D65, a cool white fluorescent (CWF) reference
illuminant, the TL.84 reference illuminant (another fluores-
cent source), and the IncA (or A) reference illuminant, which
simulates incandescent lighting. Additionally, as discussed
above, various other illuminants corresponding to different
color temperatures (e.g., H, IncA, D50, D65, and D75, etc.)
may also be used in camera calibration for white balance
processing. Thus, a white point may be determined by ana-
lyzing an image scene and determining which reference illu-
minant most closely matches the current illuminant source.

Referring still to the non-linear CSC logic 807, the sSRGB
pixel output 812 of the look-up table 811 may be further
processed with a second 3x3 color correction matrix 813,
referred to herein as 3A_CSC. In the depicted embodiment,
the 3A_CSC matrix 813 is shown as being configured to
convert from the sSRGB color space to the YCbCr color space,
though it may be configured to convert the sSRGB values into
other color spaces as well. By way of example, the following
programmable color space conversion may be used:

Y=3A_CSC_00*sR + 3A_CSC_01*sG + 3A_CSC_02%sB + 3A_CSC_OffsetY

Y= (Y <3A_CSC_MIN_Y) ? 3A_CSC_MIN_Y: (Y > 3A_CSC_MAX_Y) ? 3A_CSC_MAX_Y:Y
C1=3A_CSC_10*sR + 3A_CSC_11*sG + 3A_CSC_12*sB

C2=3A_CSC_20*sR + 3A_CSC_21*sG + 3A_CSC_22*sB

3A_CCM_R_clipcount_low : number of sR,...,.
pixels < 3A_CCM_MINTJO0] clipped
3A_CCM_R_clipcount_high : number of sRy;,cqr
pixels > 3A_CCM_MAX][0] clipped
3A_CCM_G_clipcount_low : number of sGy,,eqr
pixels < 3A_CCM_MINTJ1] clipped
3A_CCM_G_clipcount_high : number of sGy,,cqy
pixels > 3A_CCM_MAX]1] clipped

60

65

where 3A_CSC__00-3A_CSC__22 represent signed coeffi-
cients for the matrix 813 and 3A_CSC_OffsetY represent
signed offsets, and C1 and C2 represent different colors (e.g.,
blue-difference chroma (Cb) and red-difference chroma (Cr),
respectively, in one embodiment). It should be understood
that C1 and C2 may represent any suitable difference chroma
colors, and need not necessarily be Cb and Cr. At this point,
camC1 and camC2 pixels may be signed. The chroma scaling
is optionally performed next:
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Cl1 = C1 * ChromaScale * 255 / ((Y>>8) ? (Y>>8): 1); and
c2 = C2 * ChromaScale * 255 / ((Y>>8) ? (Y>>8): 1);

where ChromaScale is a scaling factor between 0 and 8.
ChromaScale may take two possible values depending on the
sign of camCl1:

ChromaScale = ChromaScale0

ChromaScalel

if (C1<0)
otherwise

Finally, Chroma offsets (e.g., CSC_OffsetC1 and CSC_Oft-
setC2) are added and chroma pixels are clipped to generate
unsigned pixel values:
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The output pixels from the Bayer RGB down-sample sig-
nal 806 may also be provided to the linear color space con-
version logic 808, which may be configured to implement a
camera color space conversion. For instance, the output pixels
806 from the Bayer RGB down-sample logic 795 may be
processed via another 3x3 color conversion matrix
(3A_CSC2) 815 of the CSC logic 808 to convert from sensor
RGB (camRGB) to a linear white-balanced color space
(camYC1C2), wherein C1 and C2 may correspond to Cb and
Cr, respectively. In one embodiment, the chroma pixels may
be scaled by luma, which may be beneficial in implementing
acolor filter that has improved color consistency and is robust
to color shifts due to luma changes. An example of how the
camera color space conversion may be performed using the
3x3 matrix 815 is provided below:

camY
camY

=3A_CSC2_00*R + 3A_CSC2_01*G + 3A_CSC2_02*B + 3A_ CSC2_OffsetY
= (camY <3A_ CSC2_MIN_Y) ? 3A_CSC2_MIN_Y: (camY > 3A_CSC2_MAX_Y)

?3A_CSC2_MAX_Y: camY

camC1
camC2

(R0

-
-

A_CSC2_10*R + 3A_CSC2_11*G + 3A_CSC2_12*B)
A_CSC2_20*R + 3A_CSC2_21*G + 3A_CSC2_22*B)

Cl=Cl1 + 3A_ CSC_OffsetC1
C2=C2 +3A_ CSC_OffsetC2
Cl=(C1 <3A_CSC_MIN_C1) ? 3A_CSC_MIN_C1:
(C1>3A_CSC_MAX_Cl1)?3A_CSC_MAX_C1:C1
C2=(C2 <3A_CSC_MIN_C2) ? 3A_CSC_MIN_C2:
(C2>3A_CSC_MAX_(C2)?3A_CSC_MAX_C2:C2

where 3A_CSC_MIN_C1, 3A_CSC_MIN_C2, 3A_CSC_
MAX_C1, and 3A_CSC_MAX_C2 represent maximum and
minimum values. The resulting output of the linear transform
813 may be a YC1C2 signal 814.

As shown above, in determining each component of
YCbCr, appropriate coefficients from the matrix 813 are
applied to the sSRGB values 812 and the result is summed with
a corresponding offset. Essentially, this step is a 3x1 matrix
multiplication step. This result from the matrix multiplication
is then clipped between a maximum and minimum value. The
associated minimum and maximum clipping values may be
programmable and may depend, for instance, on particular
imaging or video standards (e.g., BT.601 or BT.709) being
used.

The 3 A statistics collection logic 482 may also maintain a
count of the number of clipped pixels for each of the Y, C1,
and C2 components, as expressed below. In some embodi-
ments, the number of clipped pixels of each of the Y, C1, and
C2 components may be maintained independent of clipped
pixel tracking using clipped pixel flags (e.g., as shown in FIG.
223). The 3A statistics collection logic 482 may vary its
operation based on either or both forms of clipped pixel
tracking

3A_CSC_Y _clipcount_low : number of Y pixels <3A_CSC_MIN_Y
clipped

3A_CSC_Y _clipcount_high : number of Y pixels > 3A_CSC_MAX Y
clipped

3A_CSC_C1_clipcount_low : number of C1 pixels < 3A_CSC_MIN_C1
clipped

3A_CSC_Cl1_clipcount_high : number of C1 pixels > 3A_CSC_MAX_C1
clipped

3A_CSC_C2_clipcount_low : number of C2 pixels < 3A_CSC_MIN_C2
clipped

3A_CSC_C2_clipcount_high : number of C2 pixels > 3A_CSC_MAX_C2
clipped
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where 3A_CSC2_00-3A_CSC2_ 22 represent signed coef-
ficients for the matrix 815, 3A_CSC2_OffsetY represents a
signed offset for camY, and camC1 and camC2 represent
different colors (e.g., blue-difference chroma (Cb) and red-
difference chroma (Cr), respectively). As shown above, to
determine camY, corresponding coefficients from the matrix
815 are applied to the Bayer RGB values 806, and the result
is summed with 3A_Offset2Y. This result is then clipped
between a maximum and minimum value. As discussed
above, the clipping limits may be programmable.

At this point, the camC1 and camC2 pixels of the output
816 are signed. As discussed above, in some embodiments,
chroma pixels may be scaled. For example, one technique for
implementing chroma scaling is shown below:

camC1
camC2

=camC1 * ChromaScale * 255 / ((camY>>8) ? (camY>>8): 1)
= camC2 * ChromaScale * 255 / ((camY>>8) ? (camY>>8): 1)

where ChromaScale represents a floating point scaling factor
between 0 and 8. The expression (camY ? camY:1) is meant
to prevent a divide-by-zero condition. That is, if camY is
equal to zero, the value of camY is set to 1. Further, in one
embodiment, ChromaScale may be set to one of two possible
values depending on the sign of camCl1. For instance, as
shown below, ChomaScale may be set to a first value (Chro-
maScale0) if camC1 is negative, or else may be set to asecond
value (ChromaScalel):

ChromaScale = ChromaScale0

ChromaScalel

if(camC1 < 0)
otherwise

Thereafter, chroma offsets are added, and the camC1 and
camC2 chroma pixels are clipped, as shown below, to gener-
ate corresponding unsigned pixel values:

camCl =C1+3A_ CSC2_OffsetCl
camC2 =C2+3A_ CSC2_OffsetC2
camCl = (camCl <3A_CSC2_MIN_C1)?

3A_CSC2_MIN_CI: (camC1 >
3A_CSC2_MAX_C1)? 3A_CSC2_MAX_C1: camCl
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-continued

camC2 = (camC2 <3A_CSC2_MIN_C2)?
3A_CSC2_MIN_C2: (camC2 >

3A_CSC2_MAX_C2)? 3A_CSC2_MAX_C2: camC2

wherein 3A_CSC2_00-3A_CSC2_22 are signed coeffi-
cients of the matrix 815, and 3A_Offset2C1 and
3A_Oftset2C2 are signed offsets. Further, the number of
pixels that are clipped for camY, camC1, and camC2 may be
counted, as shown below:

5

70

Count value if the bin indices are in the range [0, 63], as
shown below. Effectively, this allows for weighting the color
counts based on luma values (e.g., brighter pixels are
weighted more heavily, instead of weighting everything

equally (e.g., by 1)):

if (Clidx >= 0 && Clidx <= 63 && C2idx >= 0 && C2idx <= 63)
StatsC1C2Hist[C2idx][C1lidx] += Count;

3A_CSC2_Y_clipcount_low
3A_CSC2_Y_clipcount_high
3A_CSC2_C1_clipcount_low
3A_CSC2_C1_clipcount_high
3A_CSC2_C2_clipcount_low
3A_CSC2_C2_clipcount_high

: number of camY pixels <3A_CSC2_MIN_Y clipped

: number of camY pixels > 3A_CSC2_MAX_Y clipped

: number of camCl1 pixels <3A_CSC2_MIN_CI1 clipped
: number of camCl1 pixels > 3A_CSC2_MAX_Cl1 clipped
: number of camC?2 pixels <3A_CSC2_MIN_C2 clipped
: number of camC?2 pixels > 3A_CSC2_MAX_C2 clipped

Thus, the non-linear and linear color space conversion
logic 807 and 808 may, in the present embodiment, provide
pixel data in various color spaces: sSRGBy,,.., (signal 810),
sRGB (signal 812), YCbYr (signal 814), and camYCbCr
(signal 816). It should be understood that the coefficients for
each conversion matrix 809 (3A_CCM), 813 (3A_CSC), and
815 (3A_CSC2), as well as the values in the look-up table
811, may be independently set and programmed.

Referring still to FIG. 65, the chroma output pixels from
either the non-linear color space conversion (YCbCr 814) or
the camera color space conversion (camYCbCr 816) may be
used to generate a two-dimensional (2D) color histogram
817. As shown, selection logic 818 and 819, which may be
implemented as selection logics or by any other suitable
logic, may be configured to select between luma and chroma
pixels from either the non-linear or camera color space con-
version. The selection logic 818 and 819 may operate in
response to respective control signals, which, in one example,
may be supplied by the main control logic 84 of the image
processing circuitry 32 (FIG. 7) and may be set via software.

For the present example, it may be assumed that the selec-
tion logic 818 and 819 select the YC1C2 color space conver-
sion (814), where the first component is Luma, and where C1,
C2 are the first and second colors (e.g., Cb, Cr). A 2D histo-
gram 817 in the C1-C2 color space is generated for one
window. For instance, the window may be specified with a
column start and width and a row start and height. The win-
dow position and size may be a multiple of 4 pixels. In one
example, the color histogram 817 may include 64x64 bins for
a total of 4096 bins. The bin boundaries may be at a fixed
interval. To allow for zooming and panning the histogram
collection in specific areas of the colorspace, a pixel scaling
and offset may be specified. Values of C1 and C2 may be in
the range [0,63] after offset and scaling, and may be used to
determine the bin. The bin indices for C1 and C2, referred to
herein by Clidx and C2idx, may be determined as follows:

Clidx = (Cl_scale * (C1 - C1_offset))>>16
C2idx = (C2_scale * (C2 - C2_offset))>>16

In the equations above, C1 scale and C2 scale may be 17-bit
unsigned integer scale values, and C1 offset and C2 offset
may be 16-bit unsigned values. Allowed values for C1_scale
and C2_scale may be in the range 0 to 2°16 to represent a
floating point scale between 0 and 1. Once the indices are
determined, the color histogram bins are incremented by a
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where Count is determined based on the selected luma value,
Y in this example. As may be appreciated, the steps repre-
sented above may be implemented by a bin update logic block
821. Further, in one embodiment, multiple luma thresholds
may be set to define luma intervals. By way of example, 15
luma thresholds referred to as Ythd[15] may define 16 luma
intervals (e.g., with a first interval starting at 0 and the last
interval ending at 65535). The Count values CountArr[15]
may be defined for each interval. For instance, Count may be
selected (e.g., by pixel condition logic 820) based on luma
thresholds as follows:

Count = CountArr[15]; // initialize to last interval
for (level=0; level < 15)

if (Y <= Ythd[level])

Count = CountArr[level];
break;

As should be appreciated, in some embodiments, the Count
value may or may not include clipped pixels. That is, in some
embodiments, software may be able to program the bin
update logic block 821 to consider a pixel only when the
clipped pixel flag of the pixel has not been set.

With the foregoing in mind, FIG. 67 illustrates the color
histogram with scaling and offsets set to zero for both C1 and
C2. The divisions within the CbCr space represent each of the
64x64 bins (4096 total bins). FIG. 68 provides an example of
zooming and panning within the 2D color histogram for addi-
tional precision, in which the input data has a bit depth of 16
bits. A rectangular area 822 specifies the location of the
64x64 bins.

At the start of a frame of image data, bin values are initial-
ized to zero. For each pixel going into the 2D color histogram
817, the bin corresponding to the matching C1C2 value is
incremented by a determined Count value which, as dis-
cussed above, may be based on the luma value. For each bin
within the 2D histogram 817, the total pixel count is reported
as part of the collected statistics data (e.g., STATSO0). In one
embodiment, the total pixel count for each bin may have a
resolution of 25-bits, whereby an allocation of internal
memory equal to 4096x25 bits is provided.

In some embodiments, RGB, sRGB,,,.,,, SRGB orYC1C2
sums may be accumulated conditional on camYCIC2 or
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YCI1C2 pixel masks or camYCI1C2 or YC1C2 pixel condi-
tions. These sums may be accumulated in conditional accu-
mulation logic 823 as shown in FIG. 65. A more detailed view
of'the conditional accumulation logic 823 appears in FIG. 69.
In the example of FIG. 69, the C1C2 signal 814 or the camY

72

scale between 0 and 1.0. The weight may be looked up in the
table if the mask indices are in the range [0, 63], and applied
to the input pixel values. When the pixel mask 839 is disabled,
all pixels are accumulated in the pixel mask 839 by setting
weight to 1. The process may be summarized as follows:

if (Pixel Mask is disabled)

Weight =1
else

Weight =0

if (Clidx >= 0 && Clidx <= 63 && C2idx >= 0 && C2idx <= 63 && Ymin <=Y <=Ymax
Weight = StatsC1C2Mask[C2idx][C1idx];

R, += (R * Weight (0rY,,,.))
Gpm += (G * Weight (or Cl,,,,)
B,,.. += (B * Weight (or Cl1,,,.))
Count = Count + Weight

signal 816 may be selected by selection logic 824, 825, 826,
and/or 827. The selected signal C1C2 signal 814 or the camY
signal 816 may be used in conditional accumulation, as may
be the RGB signal 806, the sSRGBlinear signal 810, the sSRGB
signal 812, as selectable by selection logic 828, 829, 830,
and/or 831. That is, the output of the selection logic 828, 829,
830, and/or 831 may be used to develop one of four counts,
Countl, Count2, Count3, or Count4, in the illustrated
example, via accumulation logic 832, 833, 834, and 835,
respectively. As will be discussed below, the accumulation
logic 832, 833, 834, and/or 835 may develop the counts based
onone of several (e.g., one of eight different) pixel conditions
836, 837, and/or 838. Any other suitable number of different
conditions may be employed. Additionally or alternatively,
the accumulation logic 832, 833, 834, and/or 835 may
develop the counts based on a pixel mask 839 or the camY
signal 816 (clipped in clipping logic 840. Selection logic 841,
842, 843, and 844 may select from among these signals.

As noted above, in some embodiments, RGB, sRGB,,,....,
sRGB or YC1C2 sums may be accumulated conditional on a
camYC1C2 or YC1C2 pixel mask. The Y, C1 and C2 values
from either output of the non-linear color space conversion or
the output of the camera color space conversion may be used
to conditionally select RGB, sRGB,,..., SRGB or YC1C2
values to accumulate. In the example of FIG. 69, the pixel
mask defines a 2D weighting map indexed by C1C2 colors. It
may also conditioned by brightness—that is, a pixel may be
included in the statistics if Y, <=Y<=Y,, .-

The 2D pixel filter mask 839 essentially may be the inverse
of the 2D color histogram 817. It may contain a 2-dimen-
sional array of weights. The mask may be specified as a 64x64
2D weight map. Each entry may contain a 4-bit weight, but
any other suitable size weighting value may be used. The
current C1 and C2 values may be scaled to provide the index
into the 2D table to lookup the weight. The weight may be
used to multiply the input value (RGB, sRGB,,,...., SRGB, or
YC1C2) for each qualifying pixel and then added to the RGB,
sRGB;,,...» SRGB, or YC1C2 pixel sums. The mask indices in
C1 and C2, Clidx and C2idx, may be determined as follows:

Clidx = (Cl_scale * (C1 - C1_offset))>>16; and
C2idx = (C2_scale * (C2 - C2_offset))>>16;

where C1_scale and C2_scale are 17-bit unsigned integer
scale values, and C1_offset and C2_offsetare 16-bitunsigned
values. The allowed values of C1_scale and C2_scale may be
in the range 0 to 2716, and thus may represent a floating point
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Similarly to the pixel filter condition, in addition to pixel
sums, the sum of horizontal and vertical positions of pixels
that satisfied the pixel mask is reported. Doing so may allow
software to compute the centroid of the window for the pixels
that satisfy the condition by taking the average of the hori-
zontal and vertical position sums.

The following statistics may be collected for qualifying
pixels: 32-bit sums in 8-bit mode Or 40-bit sums in 16-bit
mode: (R Gsumi Bsum) Or (SRZinearisumi SGZinearfsums

sums

SBZi}’leaVﬁSum)’ or (SRSllm’ SGSllm’ SBSMM) or (Ysltm’ Clsum’
C2,,..), a 24-bit pixel count, Count, which is a sum of the

number of pixels that were included in the statistic (software
can use the sum to generate an average in a tile or window).
Note also that the Count may be incremented by the weights
such that the Count can be used for computing the weighted
average values from the sums.

Referring back to FIG. 65, the Bayer RGB pixels (signal
806), sRGB,,,,.., pixels (signal 810), sSRGB pixels (signal
812), and YC1C2 (e.g., YCbCr) pixels (signal 814) are pro-
vided to the set of pixel conditions 836, 837 . .. 838, whereby
RGB, sRGB;,,..» sSRGB, YCIC2, or camYC1C2 sums may
be accumulated conditionally upon either camYCI1C2 or
YCI1C2 pixel conditions. That is, Y, C1 and C2 values from
either output of the non-linear color space conversion
(YCI1C2) or the output of the camera color space conversion
(camYCIC2) are used to conditionally select RGB,
sRGB,,.... SRGB or YC1C2 values to accumulate. While the
present embodiment depicts the 3 A statistics collection logic
482 as having 8 conditions 836, 837 . . . 838, it should be
understood that any number of pixel condition filters may be
provided.

The pixels selected by the selection logic 828, 829, 830,
and/or 831 may be accumulated. In one embodiment, the
pixel condition may be defined using thresholds C1_min,
C1_max, C2_min, C2_max, as shown in graph 789 of FIG.
63. A pixel is included in the statistics if it satisfies the fol-
lowing conditions:

C1_min<=C1<=C1_max 1.
C2_min<=C2<=C2_max 2.
abs((C2_delta*C1)-(C1_delta* C2)+Offset)<dis-

tance_max 3.
Y <=Y<=Y,.. 4.

Referring to graph 845 of FIG. 70, in one embodiment, the
point 846 represents the values (C2, C1) corresponding to the
current YC1C2 pixel data. C1_delta may be determined as the



US 9,105,078 B2

73

difference between C1__1 and C1_0, and C2_delta may be
determined as the difference between C2 1 and C2 0. As
shown in FIG. 70, the points (C1_0, C2_0) and (C1_1,
C2__1) may define the minimum and maximum boundaries
for C1 and C2. The Offset may be determined by multiplying
C1_deltaby the value 848 (C2 intercept) at where the line 847
intercepts the axis C2. Thus, assuming that Y, C1, and C2
satisfy the minimum and maximum boundary conditions, the
selected pixels (Bayer RGB, sRGB,,,,..,» sSRGB, and YC1C2/
camYC1C2) is included in the accumulation sum if its dis-
tance 849 from the line 847 is less than distance_max 850,
which may be distance 849 in pixels from the line multiplied
by a normalization factor:

distance_max=distance*sqrt(C1_delta"2+C2_delta™2)

In this example, distance, C1_delta and C2_delta may have a
range of —255 to 255 when operating in 8-bit mode. Thus,
distance_max 850 may be represented by 17 bits for 8-bit
mode operation. When operating in 16-bit mode, distance
C1_deltaand C2_delta may have a range of -65535 to 65535.
Thus, distance_max 834 may be represented by 33 bits for
16-bit mode operation. The points (C1_0,C2_0)and (C1__
1, C2_ 1), as well as parameters for determining distance_
max (e.g., normalization factor(s)), may be provided as part
of the pixel condition logic 836, 837 . . . 839. As may be
appreciated, the pixel condition logic 836, 837 . .. 839 may be
configurable/programmable.

While the example shown in FIG. 70 depicts a pixel con-
dition based on two sets of points (C1_0,C2_0)and (C1_1,
C2_ 1), in additional embodiments, certain pixel filters may
define more complex shapes and regions upon which pixel
conditions are determined. For instance, FIG. 71 shows
embodiments where a pixel filter may define a five-sided
polygon 851 using points (C1_0, C2_0), (C1_1, C2_1),
(C1_2,C2_2) and (C1_3, C2_3), and (C1_4, C2_4).
Each side 852a-¢ may define a line condition. However,
unlike the case shown in FIG. 70 (e.g., the pixel may be on
either side of line 847 as long as distance_max is satisfied),
the condition may be that the pixel (C1, C2) may be located on
the side of the line 852a-e¢ such that it is enclosed by the
polygon 851. Thus, the pixel (C1, C2) is counted when the
intersection of multiple line conditions is met. For instance, in
FIG. 71, such an intersection occurs with respect to pixel
853a. However, pixel 8535 fails to satisfy the line condition
for line 852d and, therefore, would not be counted in the
statistics when processed by a pixel filter configured in this
manner.

In a further embodiment, shown in FIG. 72, a pixel condi-
tion may be determined based on overlapping shapes. For
instance, FIG. 72 shows how a pixel filter may have pixel
conditions defined using two overlapping shapes, here rect-
angles 8548a and 8545 defined by points (C1_0, C2_0),
(Cl_1, C2_1), (C1_2, C2_2) and (C1_3, C2_3) and
points (C1_4,C2_4),(C1_5,C2_5),(Cl1_6,C2_6) and
(C1_7,C2_7),respectively. In this example, a pixel (C1, C2)
may satisfy line conditions defined by such a pixel filter by
being enclosed within the region collectively bounded by the
shapes 854a and 8545 (e.g., by satisfying the line conditions
of each line defining both shapes). For instance, in FIG. 72,
these conditions are satisfied with respect to pixel 855a. How-
ever, pixel 8555 fails to satisty these conditions (specifically
with respect to line 8564 of rectangle 8544 and line 85556 of
rectangle 8545) and, therefore, would not be counted in the
statistics when processed by a pixel filter configured in this
manner.

For each pixel filter, qualifying pixels are identified based
on the pixel conditions and, for qualifying pixel values, the
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following statistics may be collected by the 3A statistics
engine 742: 32-bit sums in 8-bit mode or 36-bit sums in 16-bit
mode: (Rsumi Gsumi Bsum) or (SRZinearisumi SGZinearfsums
SBiinear_sum)s O (SR s $Gyms SBam) or (Y., Cl
C2,,,,) and a 24-bit pixel count, Count, which may represent
the sum of the number of pixels that were included in the
statistic. In one embodiment, software may use the sum to
generate an average in within a tile or window.

When the camYCI1C2 pixels are selected by a pixel filter,
color thresholds may be performed on scaled chroma values.
For instance, since chroma intensity at the white points
increases with luma value, the use of chroma scaled with the
luma value in the pixel filter 824 may, in some instances,
provide results with improved consistency. For example,
minimum and maximum luma conditions may allow the filter
to ignore dark and/or bright areas. If the pixel satisfies the
YCIC2 pixel condition, the RGB, sRGB,,... sRGB or
YCI1C2 values are accumulated. The selection of the pixel
values by the selection logic 825 may depend on the type of
information needed. For instance, for white balance, typically
RGB or sRGB,,,. ., pixels are selected. For detecting specific
conditions, such as sky, grass, skin tones, etc.,aYCC or sSRGB
pixel set may be more suitable.

In the present embodiment, eight sets of pixel conditions
may be defined, one associated with each of the pixel filters.
Some pixel conditions may be defined to carve an area in the
C1-C2 color space (FIG. 63) where the white point is likely to
be. This may be determined or estimated based on the current
illuminant. Then, accumulated RGB sums may be used to
determine the current white point based on the R/G and/or
B/G ratios for white balance adjustments. Further, some pixel
conditions may be defined or adapted to perform scene analy-
sis and classifications. For example, some pixel filters and
windows/tiles may be used to detect for conditions, such as
blue sky in a top portion of an image frame, or green grass in
abottom portion of an image frame. This information can also
be used to adjust white balance. Additionally, some pixel
conditions may be defined or adapted to detect skin tones. For
such filters, tiles may be used to detect areas of the image
frame that have skin tone. By identifying these areas, the
quality of skin tone may be improved by, for example, reduc-
ing the amount of noise filter in skin tone areas and/or
decreasing the quantization in the video compression in those
areas to improve quality.

The 3 A statistics collection logic 482 may also provide for
the collection of luma data. For instance, the luma value,
camY, from the camera color space conversion (camYC1C2)
may be used for accumulating luma sum statistics. In one
embodiment, the following luma information is may be col-
lected by the 3A statistics collection logic 482:

sums

:sum of camY

sum

cond(Y,,.) :sum of cam that satisfies the condition:
Y, in <=cam¥ <Y,

Ycountl : count of pixels where camY <Y,

Ycount2 : count of pixels where camY >=Y,,

Here, Ycountl may represent the number of underexposed
pixels and Ycount2 may represent the number of overexposed
pixels. This may be used to determine whether the image is
overexposed or underexposed. For instance, if the pixels do
not saturate, the sum of camY (Y,,,,,) may indicate average
luma in a scene, which may be used to achieve a target AE
exposure. For instance, in one embodiment, the average luma
may be determined by dividing Y ,,,,, by the number of pixels.

Further, by knowing the luma/AFE statistics for tile statistics
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and window locations, AE metering may be performed. For
instance, depending on the image scene, it may be desirable to
weigh AF statistics at the center window more heavily than
those at the edges of the image, such as may be in the case of
a portrait.

In the presently illustrated embodiment, the 3A statistics
collection logic may be configured to collect statistics in tiles
and windows. In the illustrated configuration, one window
may be defined for tile statistics 863. The window may be
specified with a column start and width, and a row start and
height. In one embodiment, the window position and size may
be selected as a multiple of four pixels and, within this win-
dow, statistics are gathered in tiles of arbitrary sizes. By way
of' example, all tiles in the window may be selected such that
they have the same size. The tile size may be set indepen-
dently for horizontal and vertical directions and, in one
embodiment, the maximum limit on the number of horizontal
tiles may be set (e.g., a limit of 128 horizontal tiles). Further,
in one embodiment, the minimum tile size may be set to 8
pixels wide by 4 pixels high, for example. Below are some
examples of tile configurations based on different video/im-
aging modes and standards to obtain a window of 16x16 tiles:

VGA 640x480: the interval 40x30 pixels

HD 1280x720: the interval 80x45 pixels

HD 1920x1080: the interval 120x68 pixels

5 MP 2592x1944: the interval 162x122 pixels

8 MP 3280x2464: the interval 205x154 pixels

With regard to the present embodiment, from the eight
available pixel filters 824 (PF0-PF7), four may be selected for
tile statistics 863. For each tile, the following statistics may
collected:

(Rewom0s G s1m0s B s10m0) T (SRoinear siom0> SCtinear_sum0s SBiinear_sum0)> OF
(Rs10m0> SG 1m0 SB cim0) OF (Y im0 C1 ciim0> C2 gymo)> CountO

(Rewom1> G sum1s B cum1) T (8Riinear siom1> SCtinear_sum1s SBiinear_sum1)> OF
(R sam15 G ciam1> B com1) OF (Yarom1> C1 ciomt> C2 i), Countl

(Rewom2> G sum2s B c1m2) O (8Rinear siom2> SCtinear_sum2> SBiinear_sum2)> 0T
(Re1m2> SG ciom2> SB um2) OF (Y iz C1 gyimzs C2 i), Count2

(Rewom3> G sum3s B cim3) T (SRiinear ciom3> SGtinear_sum3s SBiinear_sum3)> OF
(R sam35 SG c1m3> SB com3) OF (Y3, C1 i3> C2 yime3), Count3, or

Y seom €O0A(Y g10)s Y conons1s Y couumer (from cam)

Inthe above-listed statistics, Count0-3 represents the count of
pixels that satisfy pixel conditions corresponding to the
selected four pixel filters. For example, if pixel filters PFO,
PF1, PF5, and PF6 are selected as the four pixel filters for a
particular tile or window, then the above-provided expres-
sions may correspond to the Count values and sums corre-
sponding to the pixel data (e.g., Bayer RGB, sRGB,,, ...
sRGB, YC1Y2, camYC1C2) which is selected for those fil-
ters. Additionally, the Count values may be used to normalize
the statistics (e.g., by dividing color sums by the correspond-
ing Count values). As shown, depending at least partially
upon the types of statistics needed, the selected pixels filters
may be configured to select between either one of Bayer
RGB, sRGB,,,.,» or sSRGB pixel data, or YC1C2 (non-linear
or camera color space conversion depending on selection by
logic) pixel data, and determine color sum statistics for the
selected pixel data. Additionally, as discussed above the luma
value, camY, from the camera color space conversion
(camYC1C2) is also collected for luma sum information for
auto-exposure (AE) statistics.

Additionally, the 3A statistics collection logic 482 may
also be configured to collect statistics 861 for multiple win-
dows. For instance, in one embodiment, up to eight floating
windows may be used, with any rectangular region having a
multiple of four pixels in each dimension (e.g., heightx
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width), up to a maximum size corresponding to the size of the
image frame. However, the location of the windows is not
necessarily restricted to multiples of four pixels. For instance,
windows can overlap with one another.

In the present embodiment, four pixel filters may be
selected from the available eight pixel filters for each window.
Statistics for each window may be collected in the same
manner as for tiles, discussed above. Thus, for each window,
the following statistics 861 may be collected:

R0 G s1m0> B ciam0) T SRysnar caomo> SCiinear_sum0> SBiinear_samo)s OF
(8Rssim0s SG c10m0> B c1m0) OF (Y srm0s C1 c10m0> C2 coomo), CountO
(Resom1> G sum1s B cum1) T (SRiinear ciom1> SCtinear_sumi> SBiinear_sum1)> OF
(8Ryum1s SG siom1s SB com1) OF (Yeromt> C1 gimi> C2 Countl

cm2 G sum2> B cum2) OF SRopincar_cuomz> SOrinear_sum> SBiinear_sum2)s OF
(Reuim2: SG c1m2> B crom2) OF (Y sz C1 cigmz> C2 oomz), Count2
(Rewom3> G cum3s B cim3) T (SRiinear ciom3> SCtinear_sum3> SBiinear_sum3)> OF
(5Resim3s SG c1m3> SB com3) OF (Ysram3s C1 i3> C2 cuoma), Count3, or
Yoo €O0A(Y 010)s Y corinets Y cornez (from camy)

sum>

suml)s

In the above-listed statistics, Count0-3 represents the count of
pixels that satisfy pixel conditions corresponding to the
selected four pixel filters for a particular window. From the
eight available pixel filters, the four active pixel filters may be
selected independently for each window. Additionally, one of
the sets of statistics may be collected using pixel filters or the
camY luma statistics. The window statistics collected for
AWB and AE may, in one embodiment, be mapped to one or
more registers.

Referring still to FIG. 65, the 3 A statistics collection logic
482 may also be configured to acquire luma row sum statistics
859 for one window using the luma value, camY, for the
camera color space conversion. This information may be used
to detect and compensate for flicker. Flicker is generated by a
periodic variation in some fluorescent and incandescent light
sources, typically caused by the AC power signal. For
example, referring to FIG. 73, a graph illustrating how flicker
may be caused by variations in a light source is shown. Flicker
detection may thus be used to detect the frequency of the AC
power used for the light source (e.g., 50 Hz or 60 Hz). Once
the frequency is known, flicker may be avoided by setting the
image sensor’s integration time to an integer multiple of the
flicker period.

To detect for flicker, the camera luma, camY, is accumu-
lated over each row. Due to the down-sample of the incoming
Bayer data, each camY value may corresponds to 4 rows of
the original raw image data. Control logic and/or firmware
may then perform a frequency analysis of the row average or,
more reliably, of the row average differences over consecutive
frames to determine the frequency of the AC power associated
with a particular light source. For example, with respect to
FIG. 73, integration times for the image sensor may be based
ontimes t1, t2, t3, and t4 (e.g., such that integration occurs at
times corresponding to when a lighting source exhibiting
variations is generally at the same brightness level.

In one embodiment, a luma row sum window may be
specified and statistics 859 are reported for pixels within that
window. By way of example, for 1080p HD video capture,
assuming a window of 1024 pixel high, 256 luma row sums
are generated with 1-row resolution. Each accumulated value
may be expressed with up to 32 bits for 16-bit camY values,
for up to 1024 samples per row and up to 64 rows.

The 3 A statistics collection logic 146 of FIG. 65 may also
provide for the collection of auto-focus (AF) statistics 842 by
way of the auto-focus statistics logic 5841. A functional block
diagram showing embodiments of the AF statistics logic 5841
in more detail is provided in FIG. 74. As shown, the AF
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statistics logic 5841 may include a horizontal filter 5843 and
an edge detector 5844 which is applied to the original Bayer
RGB (not down-sampled), two 3x3 filters 5846 on Y from
Bayer, and two 3x3 filters 5847 on camY. In general, the
horizontal filter 5843 provides a fine resolution statistics per
color component, the 3x3 filters 5846 may provide fine reso-
Iution statistics on BayerY (Bayer RGB with 3x1 transform
(logic 5845) applied), and the 3x3 filters 5847 may provide
coarser two-dimensional statistics on camY (since camY is
obtained using down-scaled Bayer RGB data, i.e., logic
5815). Further, the logic 5841 may include logic 5852 for
decimating the Bayer RGB data (e.g., 2x2 averaging, 4x4
averaging, etc.), and the decimated Bayer RGB data 5853
may be filtered using 3x3 filters 5854 to produce a filtered
output 5855 for decimated Bayer RGB data. The present
embodiment provides for 16 windows of statistics. At the raw
frame boundaries, edge pixels are replicated for the filters of
the AF statistics logic 841. The various components of the AF
statistics logic 5841 are described in further detail below.

First, the horizontal edge detection process includes apply-
ing the horizontal filter 5843 for each color component (R, Gr,
Gb, B) followed by an optional edge detector 5844 on each
color component. Thus, depending on imaging conditions,
this configuration allows for the AF statistic logic 5841 to be
set up as a high pass filter with no edge detection (e.g., edge
detector disabled) or, alternatively, as a low pass filter fol-
lowed by an edge detector (e.g., edge detector enabled). For
instance, in low light conditions, the horizontal filter 5843
may be more susceptible to noise and, therefore, the logic
5841 may configure the horizontal filter as a low pass filter
followed by an enabled edge detector 5844. As shown, the
control signal 5848 may enable or disable the edge detector
5844. The statistics from the different color channels are used
to determine the direction of the focus to improve sharpness,
since the different colors may focus at different depth. In
particular, the AF statistics logic 5841 may provide for tech-
niques to enabling auto-focus control using a combination of
coarse and fine adjustments (e.g., to the focal length of the
lens). Embodiments of such techniques are described in addi-
tional detail below.

In one embodiment the horizontal filter may be a 7-tap
filter. The 7-tap horizontal filter may be followed by an
optional edge detector on Red, Green and Blue samples.
Thus, the AF statistics collection may be set up as a high pass
filter with no edge detection. Additionally or alternatively, it
can be set up as a low pass filter followed by an edge detector.
The statistics from the different color channels may be used to
determine the direction of the focus to improve sharpness,
since the different colors may focus at different depths. The
horizontal filter may be defined as follows:

out(i) = (af_horzfilt_coeff[0] *(in(i-3)+in(i+3)) +
af horzfilt coeff[1] *(in(i-2)+in(i+2)) +

af horzfilt coeff[2] *(in(i-1)+in(i+1)) +

af horzfilt coeff[3]*(in(i) )
out(i) = max(-65535, min(65535, out(i)))
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edge(i) = abs(-2%out(i-1) + 2*out(i+1)) + abs(—out(i-2) + out(i+2))
edge (i) = max(0, min(65535, edge (i)))

Thus, the edge detector 5844, when enabled, may output a
value based upon the two pixels on each side of the current
input pixel i. The result may be clipped to a 16-bit value
between 0 and 65535.

Depending on whether an edge is detected, the final output
of'the pixel filter (e.g., filter 5843 and detector 5844) may be
selected as either the output of the horizontal filter 5843 or the
output of the edge detector 5844. For instance, the output
5849 of the edge detector 5844 may be edge(i) if an edge is
detected, or may be the absolute value of the horizontal filter
output out(i) if no edge is detected. When operatingina 16-bit
mode, the final output of the pixel filter may be selected to be
either the output of the horizontal filter or the output of the
edge detector the 16-bit mode):

edge(i)=(aqf_horzfilt_edge_ en)?edge(7):abs(out(?))

In an 8-bit mode, the result is right shifted by 8 before
accumulation:

edge(i)=(edge(i)>>R)

For each window, the accumulated value edge_sum|[R,Gr,
Gb,B], can selected to be either: (1) the sum of edge(j,i) for
each pixel over the window, or (2) the maximum value of
edge(j) across a line in the window, max(edge), summed over
the lines in the window. The value of edge(j,i) is only accu-
mulated if it is above a programmable threshold. In 8-bit
mode, the number of bits required to store the maximum value
of edge_sum|[R,Gr,Gb,B] may be 30 bits, assuming a maxi-
mum AF window size 0f 4096x4096 (8 bit edge result, plus 22
bits AF window size). In 16-bit mode, the number of bits
required may be 38 bits, assuming a maximum AF window
size of 4096x4096 (with a 16-bit edge result, plus 22 bits for
AF window size). In this case, the 32 least significant bits
(LSBs) of the results are stored in one register, and the upper
6 most significant bits (MSBs) of the results are stored in a
second register.

As discussed, the 3x3 filters 5847 for camY luma may
include two programmable 3x3 filters, referred to as FO and
F1, which are applied to camY. The result of the filter 5847
goes to either a squared function or an absolute value func-
tion. The result is accumulated over a given AF window for
both 33 filters FO and F1 to generate a luma edge value. In
one embodiment, the luma edge values at each camY pixel are
defined as follows:

=FX * camY

=FX(0,0) * camY (j-1, i-1) + FX(0,1) * camY

(-1, i) + FX(0,2) * camY (j-1,i+1) + FX(1,0) * camY
(,1-1) + FX(1,1) * camY (j, i) + FX(1,2) * camY

(, i+1) + FX(2,0) * camY (j+1, i-1) + FX(2,1) *
camY (j+1,1) + FX(2,2) * camY (j+1, i+1)

= f(max(-65535, min(65535, edgecamY_FX(j,i))))

= aAg orabs(a) for16-bit mode, or

=(a 2)>>16 or (abs(a)>>8) for 8-bit mode

edgecamY_FX(j,i)

edgecamY_FX(j,i)
fa)
fla)

Here, each coefficient af_horzfilt_coeff [0:3] may be in the
range [-2, 2], and i represents the input pixel index for R, Gr,
Gb or B. The filtered output out(i) may be clipped between a
minimum and maximum value of —255 and 255, respectively.
The filter coefficients may be defined independently per color
component.

The optional edge detector 5844 may follow the output of
the horizontal filter 5843. In one embodiment, the edge detec-
tor 5844 may be defined as:

60

where FX represents the 3x3 programmable filters, FO and
F1, with signed coefficients in the range [-4, 4]. The indices
j and i represent pixel locations in the camY image. As dis-
cussed above, the filter on camY may provide coarse resolu-
tion statistics, since camY is derived using down-scaled (e.g.,
4x4 to 1) Bayer RGB data. For instance, in one embodiment,
the filters FO and F1 may be set using a Scharr operator, which
offers improved rotational symmetry over a Sobel operator,
an example of which is shown below:
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-3 0 3
FO=|-10 0 10]
-3 0 3
-3 -10 -3
Fl={0 0 0]
3 10 3

For each window, the accumulated values 5850 determined
by the filters 5847, edgecamY_FX_sum (where FX=F0 and
F1), can selected to be either (1) the sum of edgecamY_FX
(j,1) for each pixel over the window, or (2) the maximum value
of edgecamY_FX(j) across a line in the window, summed
over the lines in the window. In one embodiment, edge-
camY_FX_sum may saturate to a 32-bit value when f(a) is set
to a"2 to provide “peakier” statistics with a finer resolution. To
avoid saturation, a maximum window size X*Y in raw frame
pixels may be set such that it does not exceed a total of
1024x1024 pixels (e.g., i.e. X*Y<=1048576 pixels, with 16
bits per pixel plus 16 bits for AF window size). As noted
above, f(a) may also be set as an absolute value to provide
more linear statistics. In 16-bit mode, the number of bits
required may be 52 bits, when a maximum AF window size of
4096x4096 (32 bits per pixel, plus 20 bits for AF window
size) is used. For such a case, the 32 least significant bits
(LSBs) of the results are stored in one register, and the upper
20 most significant bits (MSBs) of the results are stored in
another register.

The AF 3x3 filters 846 on Bayer Y may defined in a similar
manner as the 3x3 filters in camY, but they are applied to luma
values Y generated from a Bayer quad (2x2 pixels). First,
8-bit Bayer RGB values are converted to Y with program-
mable coefficients in the range [0, 4] to generate a white
balanced Y value, as shown below. The AF 3x3 filters on'Y
from Bayer are defined in a similar manner as the 3x3 filters
in camY, but they are applied to Luma values Y generated
from a Bayer quad (2x2 pixels). First, 16-bit Bayer RGB
values are transformed to Y with programmable coefficients
in the range [0, 4) to generate a white balanced Y:

bayerY=max(0,min(65535 bayer¥ Coeff [0/*R+
bayerY Coeff [11*(Gr+Gb)/2+bayerY_
Coeff [2]%B))

Like the filters 5847 for camY, the 3x3 filters 5846 for
bayerY luma may include two programmable 3x3 filters,
referred to as FO and F1, which are applied to bayerY. The
result of the filter 5846 goes to either a squared function or an
absolute value function. The result is accumulated over a
given AF window for both 3x3 filters FO and F1 to generate a
luma edge value. In one embodiment, the luma edge values at
each bayerY pixel are defined as follows:

edgebayerY_FX(j,i) =FX* bayerY
= FX(0,0) * bayerY (j-1,i-1) + FX(0,1) * bayerY (j-1, i) + FX(0,2) *
bayerY (j-1, i) + FX(1,0) * bayerY (j, i-1) + FX(1,1) * bayerY
(j, 1) + FX(1,2) * bayerY (j-1, i) + FX(2,0) * bayerY (j+1,i-1) +
FX(2,1) * bayerY (j+1, i) + FX(2,2) * bayerY (j+1,1)
edgebayerY_FX(j,i) = flmax(-65535, min(65535, edgebayerY_FX(,i))))
fla) = aﬁg or abs(a) for 16-bit mode, or
fla) = (a 2)>>16 or (abs(a)>>8) for 8-bit mode

where FX represents the 3x3 programmable filters, FO and
F1, with signed coefficients in the range [-4, 4]. The indices
j and 1 represent pixel locations in the bayerY image. As
discussed above, the filter on Bayer Y may provide fine reso-
Iution statistics, since the Bayer RGB signal received by the
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AF logic 5841 is not decimated. By way of examples only, the
filters FO and F1 of'the filter logic 846 may be set using one of
the following filter configurations:

-1 -1 -1
-1 8 —1]

-1 -1

For each window, the accumulated values 5851 determined
by the filters 5846, edgebayerY_FX_sum (where FX=F0 and
F1), can selected to be either (1) the sum of edgebayerY_FX
(j,1) for each pixel over the window, or (2) the maximum value
of edgebayerY_FX(j) across a line in the window, summed
over the lines in the window. In 8-bit mode, edgebayerY _
FX_sum may saturate to 32-bits when f(a) is set to a"2. Thus,
to avoid saturation, the maximum window size X*Y in raw
frame pixels should be set such that it does not exceed a total
of'512x512 pixels (e.g., X*¥Y<=262144, with 16 bits per pixel
plus 16 bits for the AF window size). As discussed above,
setting f(a) to a"2 may provide for peakier statistics, while
setting f(a) to abs(a) may provide for more linear statistics. In
16-bit mode, the number of bits required may be 54 bits,
assuming a maximum AF window size of 4096x4096, with
32 bits per pixel, plus 22 bits for AF window size. For such a
case, the 32 least significant bits (LSBs) of the results are
stored in one register, and the upper 22 most significant bits
(MSBs) of the results are stored in a second register.

As discussed above, statistics 5842 for AF are collected for
16 windows. The windows may be any rectangular area with
each dimension being a multiple of 4 pixels. Because each
filtering logic 5846 and 5847 includes two filters, in some
instances, one filter may be used for normalization over 4
pixels, and may be configured to filter in both vertical and
horizontal directions. Further, in some embodiments, the AF
logic 5841 may normalize the AF statistics by brightness.
This may be accomplished by setting one or more of the filters
of'the logic blocks 5846 and 5847 as bypass filters. In certain
embodiments, the location of the windows may be restricted
to multiple of 4 pixels, and windows are permitted to overlap.
For instance, one window may be used to acquire normaliza-
tion values, while another window may be used for additional
statistics, such as variance, as discussed below. In one
embodiment, the AF filters (e.g., 5843, 5846, 5847) may not
implement pixel replication at the edge of an image frame
and, therefore, in order for the AF filters to use all valid pixels,
the AF windows may be set such that they are each at least 4
pixels from the top edge of the frame, at least 8 pixels from the
bottom edge of the frame and at least 12 pixels from the
left/right edge of the frame. In 8-bit mode, the following
statistics may be collected and reported for each window:

32-bit edgeGr_sum for Gr

32-bit edgeR_sum for R

32-bit edgeB_sum for B

32-bit edgeGb_sum for Gb

32-bit edgebayerY_FO_sum for Y from Bayer for filter0 (FO)
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-continued

32-bit edgebayerY_F1_sum for Y from Bayer for filterl (F1)
32-bit edgecamY_FO_sum for camY for filter0 (FO)
32-bit edgecamY_F1_sum for camY for filterl (F1)

In such embodiments, the memory required for storing the AF
statistics 5842 may be 16 (windows) multiplied by 8 (Gr, R,
B, Gb, bayerY_FO, bayerY_F1, camY_FO0, camY_F1) mul-
tiplied by 32 bits.

In 16-bit mode, the following statistics may be collected
and reported per window:

38-bit edgeGr_sum for Gr

38-bit edgeR_sum for R

38-bit edgeB_sum for B

38-bit edgeGb_sum for Gb

52-bit edgebayerY_FO_sum for Y from Bayer for filterO
52-bit edgebayerY_F1_sum forY from Bayer for filterl
54-bit edgecamY_FO_sum for cam for filter0

54-bit edgecamY_F1_sum for cam for filterl

The number of elements may include 16 (windows)x8 (Gr,
R, B, Gb, bayerY_FO, bayerY_F1, camY_FO, camY_F1)x64
bits (1024 bytes). The most significant bits (MSBs) may be
stored in one register and the remaining least significant bits
(LSBs) may be stored in a second register. In addition to the
output of the filter, the input pixel and the input pixel squared
may also be reported for each of the 16 AF windows. This may
be used, for example, to normalize the AF score.

Thus, in one embodiment, the accumulated value per win-
dow may be selected between: the output of the filter (which
may be configured as a default setting), the input pixel, or the
input pixel squared. The selection may be made for each of
the 16 AF windows, and may apply to all of the 8 AF statistics
(listed above) in a given window. This may be used to nor-
malize the AF score between two overlapping windows, one
of which is configured to collect the output of the filter and
one of which is configured to collect the input pixel sum.
Additionally, for calculating pixel variance in the case of two
overlapping windows, one window may be configured to
collect the input pixel sum, and another to collect the input
pixel squared sum, thus providing for a variance that may be
calculated as:

Variance=(avg_pixel?)—(avg_pixel)2

Using the AF statistics, the ISP control logic 84 (FIG. 7)
may be configured to adjust a focal length of the lens of an
image device (e.g., 30) using a series of focal length adjust-
ments based on coarse and fine auto-focus “scores” to bring
an image into focus. As discussed above, the 3x3 filters 5847
for camY may provide for coarse statistics, while the hori-
zontal filter 5843 and edge detector 5844 may provide for
comparatively finer statistics per color component, while the
33 filters 5846 on BayerY may provide for fine statistics on
BayerY. Further, the 3x3 filters 5854 on a decimated Bayer
RGB signal 853 may provide coarse statistics for each color
channel. As discussed further below, AF scores may be cal-
culated based on filter output values for a particular input
signal (e.g., sum of filter outputs FO and F1 for camY, BayerY,
Bayer RGB decimated, or based on horizontal/edge detector
outputs, etc.).

FIG. 75 shows a graph 5857 that depicts curves 5858 and
5860 which represent coarse and fine AF scores, respectively.
As shown, the coarse AF scores based upon the coarse statis-
tics may have a more linear response across the focal distance
of'the lens. Thus, at any focal position, a lens movement may
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generate a change in an auto focus score which may be used
to detect if the image is becoming more in focus or out of
focus. For instance, an increase in a coarse AF score after a
lens adjustment may indicate that the focal length is being
adjusted in the correct direction (e.g., towards the optical
focal position).

However, as the optical focal position is approached, the
change in the coarse AF score for smaller lens adjustments
steps may decrease, making it difficult to discern the correct
direction of focal adjustment. For example, as shown on
graph 857, the change in coarse AF score between coarse
position (CP)CP1 and CP2 is represented by A.,,, which
shows an increase in the coarse from CP1 to CP2. However, as
shown, from CP3 to CP4, the change A 34 in the coarse AF
score (which passes through the optimal focal position
(OFP)), though still increasing, is relatively smaller. It should
be understood that the positions CP1-CP6 along the focal
length L. are not meant to necessarily correspond to the step
sizes taken by the auto-focus logic along the focal length.
That is, there may be additional steps taken between each
coarse position that are not shown. The illustrated positions
CP1-CP6 are only meant to show how the change in the
coarse AF score may gradually decrease as the focal position
approaches the OFP.

Once the approximate position of the OFP is determined
(e.g., based on the coarse AF scores shown in FIG. 75, the
approximate position of the OFP may be between CP3 and
CPS5), fine AF score values, represented by curve 860 may be
evaluated to refine the focal position. For instance, fine AF
scores may be flatter when the image is out of focus, so that a
large lens positional change does not cause a large change in
the fine AF score. However, as the focal position approaches
the optical focal position (OFP), the fine AF score may
change sharply with small positional adjustments. Thus, by
locating a peak or apex 862 on the fine AF score curve 860, the
OFP may be determined for the current image scene. Thus, to
summarize, coarse AF scores may be used to determine the
general vicinity of the optical focal position, while the fine AF
scores may be used to pinpoints a more exact position within
that vicinity.

In one embodiment, the auto-focus process may begin by
acquiring coarse AF scores along the entire available focal
length, beginning at position 0 and ending at position L
(shown on graph 857) and determine the coarse AF scores at
various step positions (e.g., CP1-CP6). In one embodiment,
once the focal position of the lens has reached position L, the
position may reset to 0 before evaluating AF scores at various
focal positions. For instance, this may be due to coil settling
time of a mechanical element controlling the focal position.
In this embodiment, after resetting to position 0, the focal
position may be adjusted toward position L to a position that
first indicated a negative change in a coarse AF score, here
position CP5 exhibiting a negative change A, with respect
to position CP4. From position CPS5, the focal position may be
adjusted in smaller increments relative to increments used in
the coarse AF score adjustments (e.g., positions FP1, FP2,
FP3, etc.) back in the direction towards position 0, while
searching for a peak 862 in the fine AF score curve 860. As
discussed above, the focal position OFP corresponding to the
peak 862 in the fine AF score curve 860 may be the optimal
focal position for the current image scene.

As may be appreciated, the techniques described above for
locating the optimal area and optimal position for focus may
be referred to as “hill climbing,” in the sense that the changes
in the curves for the AF scores 858 and 860 are analyzed to
locate the OFP. Further, while the analysis of the coarse AF
scores (curve 858) and the fine AF scores (curve 860) is
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shown as using same-sized steps for coarse score analysis
(e.g., distance between CP1 and CP2) and same-sized steps
for fine score analysis (e.g., distance between FP1 and FP2),
in some embodiments, the step sizes may be varied depending
on the change in the score from one position to the next. For
instance, in one embodiment, the step size between CP3 and
CP4 may be reduced relative to the step size between CP1 and
CP2 since the overall delta in the coarse AF score (A.s,) is
less then the delta from CP1 to CP2 (A.;,).

A method 864 depicting this process is illustrated in FIG.
76. Beginning at block 865, a coarse AF score is determined
for image data at various steps along the focal length, from
position 0 to position L (FIG. 75). Thereafter, at block 866,
the coarse AF scores are analyzed and the coarse position
exhibiting the first negative change in the coarse AF score is
identified as a starting point for fine AF scoring analysis. For
instance, subsequently, at block 867, the focal position is
stepped back towards the initial position 0 at smaller steps,
with the fine AF score at each step being analyzed until a peak
in the AF score curve (e.g., curve 860 of FIG. 75) is located.
At block 868, the focal position corresponding to the peak is
set as the optimal focal position for the current image scene.

As discussed above, due to mechanical coil settling times,
the embodiment of the technique shown in FIG. 76 may be
adapted to acquire coarse AF scores along the entire focal
length initially, rather than analyzing each coarse position one
by one and searching for an optimal focus area. Other
embodiments, however, in which coil settling times are less of
a concern, may analyze coarse AF scores one by one at each
step, instead of searching the entire focal length.

In certain embodiments, the AF scores may be determined
using white balanced luma values derived from Bayer RGB
data. For instance, the luma value, Y, may be derived by
decimating a 2x2 Bayer quad by a factor of 2, as shown in
FIG. 77, or by decimating a 4x4 pixel block consisting of four
2x2 Bayer quads by a factor of 4, as shown in FIG. 78. In one
embodiment, AF scores may be determined using gradients.
In another embodiment, AF scores may be determined by
applying a 3x3 transform using a Scharr operator, which
provides rotational symmetry while minimizing weighted
mean squared angular errors in the Fourier domain. By way of
example, the calculation of a coarse AF score on camY using
acommon Scharr operator (discussed above) is shown below:

30 3 -3 10 -3
AFScoregparse = f|| =10 0 10 |xin|+ f|| O 0 0 [xin|,
-3 0 3 3 10 3

where in represents the decimated luma Y value. In other
embodiments, the AF score for both coarse and fine statistics
may be calculated using other 3x3 transforms.

Auto focus adjustments may also be performed differently
depending on the color components, since different wave-
lengths of light may be affected differently by the lens, which
is one reason the horizontal filter 843 is applied to each color
component independently. Thus, auto-focus may still be per-
formed even in the present of chromatic aberration in the lens.
For instance, because red and blue typically focuses at a
different position or distance with respect to green when
chromatic aberrations are present, relative AF scores for each
color may be used to determine the direction to focus. This is
better illustrated in FIG. 79, which shows the optimal focal
position for blue, red, and green color channels for a lens 870.
As shown, the optimal focal positions for red, green, and blue
are depicted by reference letters R, G, and B respectively,
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each corresponding to an AF score, with a current focal posi-
tion 872. Generally, in such a configuration, it may be desir-
able to select the optimal focus position as the position cor-
responding to the optimal focal position for green
components (e.g., since Bayer RGB has twice as many green
as red or blue components), here position G. Thus, it may be
expected that for an optimal focal position, the green channel
should exhibit the highest auto-focus score. Thus, based on
the positions of the optimal focal positions for each color
(with those closerto the lens having higher AF scores), the AF
logic 5841 and associated control logic 84 may determine
which direction to focus based on the relative AF scores for
blue, green, and red. For instance, if the blue channel has a
higher AF score relative to the green channel (as shown in
FIG. 79), then the focal position is adjusted in the negative
direction (towards the image sensor) without having to first
analyze in the positive direction from the current position
872. In some embodiments, illuminant detection or analysis
using color correlated temperatures (CCT) may be per-
formed.

Further, as mentioned above, variance scores may also be
used. For instance, pixel sums and pixel squared sum values
may be accumulated for block sizes (e.g., 8x8-32x32 pixels),
and may be used to derive variance scores (e.g., avg_pixel?)-
(avg_pixel)"2). The variances may be summed to get a total
variance score for each window. Smaller block sizes may be
used to obtain fine variance scores, and larger block sizes may
be used to obtain coarser variance scores.

Referring to the 3 A statistics collection logic 482 of FIG.
65, the logic 146 may also be configured to collect component
histograms 874 and 876. As may be appreciated, histograms
may be used to analyze the pixel level distribution in an
image. This may be useful for implementing certain func-
tions, such as histogram equalization, where the histogram
data is used to determine the histogram specification (histo-
gram matching). By way of example, luma histograms may
be used for AE (e.g., for adjusting/setting sensor integration
times), and color histograms may be used for AWB. To pro-
vide a few examples, histograms may be 256, 128, 64 or 32
bins (where the top 8, 7, 6, and 5 bits of the pixel is used to
determine the bin, respectively) for each color component, as
specified by a bin size (BinSize).

A scale factor and offset may be applied to determine what
range of the pixel data is collected. For example, the bin
number may be obtained as follows:

idx=(hist_scale*(pixel-hist_offset))>>16.

In the equation above, hist_scale may represent a 17-bit
unsigned number. Values of hist_scale that may be allowed
may fall in the range 0 to 216, to represent a floating point
scale between 0 and 1.0. The color histogram bins are incre-
mented only if the bin indices are in the range [0, 255]:

if (idx >= 0 && idx < 256)
StatsHist[idx] += Count.

Inthe present example, the statistics logic 140 may include
two histogram units. This first histogram 874 (Hist0) may be
configured to collect pixel data as part of the statistics collec-
tion after the 4x4 decimation in the 3A statistics logic 482.
For Hist0, the components may be selected to be RGB, sRG-
Biears SRGB or YC1C2 using selection circuit 880. Keeping
in mind FIG. 48 while considering FIG. 68, the second his-
togram 876 (Histl) shown in FIG. 68 may be configured to
collect pixel data before the statistics pipeline, as generally
illustrated by the histogram logic 486 of FIG. 48. Since the
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input to the statistics logic 140 can be negative, since the input
interface may be signed 17-bit, the histogram data may be
collected only for positive pixels. The raw Bayer RGB data
(output from 146) may be decimated (to produce signal 878)
using logic 882 by skipping pixels, as discussed further
below. For the green channel, the color may be selected
between Gr, Gb or both Gr and Gb (both Gr and Gb counts are
accumulated in the Green bins).

In order to keep the histogram bin width the same between
the two histograms, Hist1 may be configured to collect pixel
data every 4 pixels (every other Bayer quad). The start of the
histogram window determines the first Bayer quad location
where the histogram starts accumulating. Starting at this loca-
tion, every other Bayer quad is skipped horizontally and
vertically for Histl. The window start location can be any
pixel position for Hist1 and, therefore pixels being skipped by
the histogram calculation can be selected by changing the
start window location. Hist] can be used to collect data close
to the black level to assist in dynamic black level compensa-
tion (BLC) logic 472. For Hist0, bins may be 20 bits. For
Histl, bins may be 22 bits. This allows for a maximum picture
size of 4096 by 3120 (12 MP). The internal memory size to
accommodate such sizes may be 3x256x20 bits for Hist0 (3
color components, 256 bins), and 4x256x22 bits for Histl (4
color components, 256 bins).

With regard to memory format, statistics for AWB/AE
windows, AF windows, 2D color histogram, and component
histograms may be mapped to registers to allow early access
by firmware. In one embodiment, two memory pointers may
be used to write statistics to memory, one for tile statistics
863, and one for luma row sums 859, followed by all other
collected statistics. All statistics are written to external
memory, which may be DMA memory. The memory address
registers may be double-buffered so that a new location in
memory can be specified on every frame. In addition, many
statistics collected in 16-bit mode may take up two 32-bit
registers (which respectively may be double-buffered) to
accommodate statistics of up to 64 bits (e.g., a 40-bit statistics
measurement with the first 32 bits taking up the first register
and the remaining 8 bits taking up the 8 most significant bits
of the second register).

Fixed Pattern Noise Statistics

Referring back to FIG. 48, the output of the DPR logic 474
may also be input into the fixed pattern noise (FPN) statistics
collection logic 484, which may be used to calculate fixed
pattern noise statistics regarding the interim image data out-
put by the DPR block 474. The fixed pattern noise statistics
may include statistics related to fixed pattern noise that may
exist on the sensors 90. Fixed pattern noise (FPN) is typically
due to variations in pixel or column properties that manifest
as spatial noise. For example, variations in pixel-offset values
may result from variations in dark current or in offsets of an
amplifier chain coupled to the sensors 90.

In general, fixed pattern noise may include noise in the
sensors 90 that has a repeating or fixed pattern. For example,
the fixed pattern noise may include row-wise or column-wise
fixed variations that may be removed such that higher quality
images can be displayed. In another example, fixed pattern
noise may be a diagonal fixed variation that occurs due to a
manufacturing process such as a laser annealing process that
creates a different amount of light going to the pixels, which
may result in a noise that has a pattern. Thus, the fixed pattern
noise may be a row-wise, column-wise, or diagonal-wise
pattern. Alternatively, the fixed pattern noise may be a whole
frame pattern that changes pixel-to-pixel but remains similar
from frame-to-frame.
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Typically, during the manufacturing process, a calibration
procedure may determine the fixed pattern noise, which may
be used to remove the fixed pattern noise. However, the fixed
pattern noise may change over time due to temperature, inte-
gration time, etc. In this manner, the fixed pattern noise sta-
tistics determined by the FPN statistics collection logic 484
may be used to adapt the fixed pattern noise removal process
on the fly as the fixed pattern noise changes. In addition to the
aiding the fixed pattern noise removal process, the fixed pat-
tern noise statistics may be used to estimate a signal-to-noise
(SNR) ratio or determine various noise filtering configura-
tions such as filtering strength, filtering coefficients, and the
like.

In one embodiment, the FPN statistics collection logic 484
may determine the fixed pattern noise statistics by accumu-
lating pixel values across an axis (e.g., horizontal, vertical,
diagonal) of'image data, thereby capturinga 1-D projection of
the image data received by the sensors 90. The 1-D projection
may later be processed down the ISP pipeline to determine the
fixed pattern noise of image data and to provide parameters
that may be used to cancel out the fixed pattern noise from the
image data. In addition to determining the fixed pattern noise
of image data, the FPN statistics collection logic 484 may
identify any type of pattern displayed in the image data such
as, for example, bar codes. The process for determining the
fixed pattern noise statistics is described below with reference
to FIG. 80.

At block 902, the FPN statistics collection logic 484 may
receive an orientation for fixed noise statistics accumulation.
The orientation for the fixed noise statistics accumulation
may include a horizontal axis (i.e., row-wise), a vertical axis
(i.e., column-wise), and/or any angular axis (i.e., diagonal-
wise). In one embodiment, the orientation for the fixed noise
statistics accumulation may be specified using control param-
eters stepX and stepY. Control parameter stepX may denote a
value of a horizontal pixel coordinate increment from a
respective pixel location. Likewise, control parameter stepY
may denote a value of a vertical pixel coordinate increment
from the respective pixel location. The FPN statistics collec-
tion logic 484 may program the stepX and stepY parameters
based on the orientation of the fixed noise statistics accumu-
lation received at block 902. For example, stepX=1 and
stepY=0 may indicate column accumulation, whereas
stepX=0 and stepY=1 may indicate a row accumulation.

Diagonal accumulation (i.e., angular orientation) may use
stepX and stepY parameters that may correspond to fractional
values. In one embodiment, control parameters stepX and
stepY may be defined for each color component: Gr, R, B, and
Gb. An example of a diagonal accumulation is illustrated FIG.
82A, which include a diagonal accumulation 930 that has a
fractional stepX of 30/40 and a fractional stepY of 14/24.

At block 904, the FPN statistics collection logic 484 may
determine the color component (¢) and position (pos) for each
pixel in the orientation specified at block 902. The color
component (c) and position (pos) may be used as an index
value into a sum array that corresponds to the accumulated
pixel values along the specified orientation (i.e., fixed pattern
noise statistics). In one embodiment, the color component (c)
and the position (pos) of a respective pixel (p(j,i)) located at
(j,1) may be determined based on the orientation specified at
block 902 (i.e., stepX, stepY) and a size of the repeating fixed
pattern noise (i.e., fpn_size[c)) as shown below:

c=current color component, 0-3

pos=(floor(pos_init[c]+stepX/c] *i+stepY/c/*/)modulo
fon_size[c])
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where pos_init may indicate an initial position in the sum
array for a first pixel of the active region with respect to color
component Gr, R, B, or Gb, and fpn_size may indicate a size
of'arepeating pattern in the sum array with respect to the color
component Gr, R, B, or Gb. As such, each color component
may have its own sum array indexing.

At block 906, the FPN statistics collection logic 484 may
add a pixel value of each pixel having the same color com-
ponent in the specified orientation into a sum array. In this
manner, the FPN statistics collection logic 484 may generate
a sum array for each color component. In one embodiment,
the sum array may be generated with respect to a particular
color component that may be specified to the FPN statistics
collection logic 484. The sum array may then be computed
according to:

sum|[c][pos]+=color__enfc]?p(j,i):0

where color_en[c] indicates whether the fixed pattern statis-
tics is enabled for a particular color component.

At block 908, the FPN statistics collection logic 484 may
determine whether the fixed pattern noise statistics are color-
dependent or color-independent fixed pattern noise statistics.
In one embodiment, whether the fixed pattern noise statistics
are color-dependent or color-independent fixed pattern noise
statistics may be specified to the FPN statistics collection
logic 484 prior to performing the process 900. If the fixed
pattern noise statistics are color-dependent fixed pattern noise
statistics, the FPN statistics collection logic 484 may proceed
to block 910.

At block 910, the FPN statistics collection logic 484 may
store the fixed pattern noise statistics for each color compo-
nent determined at block 906 in the memory 100. For color-
dependent fixed pattern noise statistics, the FPN statistics
collection logic 484 may store the fixed pattern noise statistics
in the memory 100 in an order based on the color component
of the first pixel value in the corresponding sum array as
follows:

First Pixel Color

Component Sum([0] Sum([1] Sum(2] Sum([3]
0 Gr R B Gb
1 R Gr Gb B
2 B Gb Gr R
3 Gb B R Gr

The output order of the memory 100 for the sum arrays may

be:
sum[0][0:fpn_size[0]-1],sum[1][0:fpr_size[1]-1],
sum[2][0:fpn_size[2]-1],sum[3][0:/pr_
size[3]-1]

where the maximum fpn_size when determining color-de-
pendent fixed pattern noise statistics may be 2048.

Referring back to block 908, if the fixed pattern noise
statistics are color-independent fixed pattern noise statistics,
the FPN statistics collection logic 484 may proceed to block
912. Atblock 912, the FPN statistics collection logic 484 may
combine the sum arrays for each color component to deter-
mine the fixed pattern noise statistics for the sensors 90. In
one embodiment, the FPN statistics collection logic 484 may
determine the sum array indices for each color component
based on the parameter pos_init[c], stepX|c], stepY]c], and
fpn_size[c] for one particular color component. The maxi-
mum fpn_size when determining color-independent fixed
pattern noise statistics may be 4096, which may be based on
a size of a buffer memory available to perform the process
900.
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After determining the fixed pattern noise statistics, at block
914, the FPN statistics collection logic 484 may store the
fixed pattern noise statistics in the memory 100. In one
embodiment, the FPN statistics collection logic 484 may
periodically perform the process 900 to identify fixed pattern
noise that may be generated as the sensors 90 ages. In another
embodiment, the FPN statistics collection logic 484 may
perform the process 900 over multiple frames such that the
orientation of the of the fixed pattern noise accumulation
changes for each frame. For example, if the orientation is
specified as a column-wise orientation, the FPN statistics
collection logic 484 may first perform the process 900 on one
frame of the image data with variables stepX and stepY
defined as 0 and 1, respectively. The FPN statistics collection
logic 484 may then perform the process 900 on the next frame
of'the image data with variables stepX and stepY altered such
that the orientation becomes an angled orientation. The FPN
statistics collection logic 484 may then continue altering its
orientation for each frame ofthe image data such that the FPN
statistics collection logic 484 may collect fixed pattern noise
statistics at different angles of the image data to identify fixed
pattern noise that may be present along various axes of the
image data.

In one embodiment, the FPN statistics collection logic 484
may divide the received image data into multiple horizontal
strips of the image such that each strip is of equal height. The
FPN statistics collection logic 484 may then determine the
FPN statistics for each horizontal strip independent of each
other. By collecting FPN statistics for each horizontal strip of
the image, it may be easier to distinguish image edges from
the fixed pattern noise. Additionally, a correlation or another
analysis process between the FPN statistics for each horizon-
tal strip may be used to find a true fixed pattern noise. Keeping
this in mind, FIG. 81 illustrates a process 920 that may be
used to determine FPN statistics for multiple horizontal strips
of'the input image. Although process 920 describes a method
for determining FPN statistics for multiple horizontal strips
of the input image, it should be noted that in other embodi-
ments, the process 920 may be performed with respect to
multiple vertical strips of the input image.

At block 922, the FPN statistics collection logic 484 may
divide the input image into multiple horizontal strips of equal
height. At block 924, the FPN statistics collection logic 484
may calculate fixed pattern noise statistics for each horizontal
strip of the input image. In one embodiment, the FPN statis-
tics collection logic 484 may perform the process 900
described above with respect to FIG. 80 for each horizontal
strip of the input image. As such, the FPN statistics collection
logic 484 may determine a sum array that includes an accu-
mulation of pixel values that correspond to a specified orien-
tation (block 902) in a respective horizontal strip of the input
image.

In another embodiment, at block 924, the FPN statistics
collection logic 484 may determine the FPN statistics for
every column in each horizontal strip of the input image.
When determining the FPN statistics for every column in a
horizontal strip of the input image (column sum), the FPN
statistics collection logic 484 may ignore the values of param-
eters: pos_init, stepX, stepY and fpn_size. Instead, the FPN
statistics collection logic 484 may add the pixel values in each
column of the horizontal strip of the input image to a sum
array. Once a pixel value on a last active line of the horizontal
strip has been accumulated into the sum array, at block 926,
the corresponding sum array may be stored in the memory
100. An example of a column sum accumulation according to
the process 920 is illustrated in FIG. 82B.
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In yet another embodiment, the FPN statistics collection
logic 484 may determine the FPN statistics for every row in
each horizontal strip of the input image. When determining
the FPN statistics for every row in a horizontal strip of the
inputimage (row sum), the FPN statistics collection logic 484
may ignore the values of parameters: pos_init, stepY and
fpn_size. Instead, the FPN statistics collection logic 484 may
set parameter, stepX, such that each row of the horizontal strip
of the input image may be divided into multiple segments of
pixels. The FPN statistics collection logic 484 may then sum
the pixel values within a segment into one bin (O<stepX<1).

Once the pixel values in a segment have been accumulated,
the FPN statistics collection logic 484 may add the accumu-
lated pixel values of each segment in a horizontal strip to a
sum array. When determining the sum array for eachrow in a
horizontal strip, the FPN statistics collection logic 484 may
use a specified stepX value that corresponds to one particular
color component (e.g., stepX[0]). As such, the FPN statistics
collection logic 484 may ignore the values for stepX that may
have been specified for other color components (e.g., stepX
[1:3]). An example of a row sum accumulation according to
the process 920 is illustrated in FIG. 82C.

At block 926, the FPN statistics collection logic 484 may
store the corresponding sum array for each horizontal strip in
the memory 100.

In one embodiment, when determining the FPN statistics
for every column or row in each horizontal strip of the input
image, the FPN statistics collection logic 484 may not allow
for a repeating pattern due to the horizontal strips. As such,
the FPN statistics collection logic 484 may store a sum array
before the FPN statistics have been accumulated for a hori-
zontal strip. Therefore, the number of active lines inside a
horizontal strip may correspond to a height of the horizontal
strip such that the FPN statistics collection logic 484 may not
skip any lines of pixels while determining the sum array.

As will be appreciated, when storing the FPN statistics for
every column in each horizontal strip of the input image in the
memory 100 at block 926, the FPN statistics collection logic
484 may store the corresponding sum arrays according to the
following output order:

sum[0][0],sum[1][0],sum[0][1],sum[1][1], ... ,sum[0]
[width/2-1],sum[1][active_region_ width/2-1],

sum[2][0],sum[3][0],sum[2][1],sum[3][1], . . . ,sum[2]
[width/2-1],sum[3][active_region_width/2-1]
where width corresponds to a width of the input image and
where active_region_width corresponds to a width of the
active region of the input image.

Further, when storing the FPN statistics for every row in
each horizontal strip of the input image in the memory 100 at
block 926, the FPN statistics collection logic 484 may store
the corresponding sum arrays according to the following
output order:

Even rows: sum[0][0],sum[1][0],sum[0][1],
sum[1][1], ... sum[0//N-1],sum[1]/N-1]

Odd rows: sum[2][0],sum[3][0],sum[2][1],
sum([3][1], .. . ,sum[2//N-1],sum[3]/N~1]
where N=floor(stepX[0]*(active_region_width—-1))+1 is the
number of bins in a row for each enabled (i.e., specified) color
component.

In one embodiment, the FPN statistics collection logic 484
may perform the process 920 over for each horizontal strip of
the input image such that the orientation of the of the fixed
pattern noise accumulation changes for each horizontal strip.
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After determining the FPN statistics, the FPN statistics
collection logic 484 may not count a number of pixels accu-
mulated in each sum array. Instead, additional processing
components may derive the pixel count based on the accumu-
lation orientation and the size of any repeating pattern. For
instance, the additional processing components may find the
orientation of the fixed pattern noise and the size of any
repeating fixed pattern noise by changing step size(s) (i.e.,
stepX/stepY) and repeating pattern size parameters during
multiple frames of the fixed pattern noise statistics collection
process. In one embodiment, the repeating pattern size
parameter may be used when accumulating the sum array(s)
since there could be more than 4096 columns or rows exceed-
ing the sum array size when the image is rotated. On the other
hand, when the size of repeating pattern is small, the number
of pixels to be accumulated in a single column or row can be
too big such that it overflows a corresponding register in the
memory 100. In this case, the FPN statistics collection logic
484 may set the fpn_size parameter to be multiples of the
actual repeating pattern size to split the sum into multiple
array entries. In this manner, when an overflow occurs, the
sum may saturate.

Local Image Statistics Collection

Certain processing blocks, such as the local tone mapping
(LTM) logic 3004 and highlight recovery (HR) logic 1038
discussed further below, may use localized statistics to pro-
cess image data. For example, as will be discussed below, the
local tone mapping (LTM) logic 3004 may apply different
tone curves to different areas of the image frame depending
on the local luminances in the different areas of the image
frame. The manner in which luminance may vary throughout
the image frame may be collected and reported as individual
pixel luminance values, thumbnails, and/or local histograms.
The local image statistics logic 488 of the statistics core 146a
(FIG. 48) may generate these statistics. Software or other
processing blocks may employ the local statistics to control
the operation of the ISP pipe processing logic 80. For
instance, software may generate alocal tone map based on the
local statistics. The local tone map may be used by the local
tone mapping (LTM) logic 3004 to apply an appropriate local
tone curve to pixels depending on where the pixels are spa-
tially located.

One example of the local image statistics logic 488 appears
in FIG. 83. The local image statistics logic 488 may receive
the Bayer RGB image data 793 output by the inverse black
level compensation (IBLC) logic 478. It should be appreci-
ated, however, that the local image statistics logic 488 may,
alternatively, use YCC image data or image data in any other
suitable color space. Considering an example involving the
Bayer RGB image data 793, luminance computation logic
950 may compute several values relating to the luminance of
the input pixels. These may include average luminance (Yli-
n_avg) 952, maximal luminance (Ylin_max) 954, pixel lumi-
nance (Ylin) 956 (which may represent the average lumi-
nance 952, the maximal luminance 954, or a blend of the
average luminance 952 and the maximal luminance 954), and
logarithmic luminance (Y log) 958 (which may be a logarith-
mic expression of the pixel luminance (Ylin) 956). In alter-
native embodiments, the average luminance 952 and/or the
maximal luminance 954 may be replaced or supplemented by
a minimal luminance. The luminance computation logic 950
is discussed in greater detail below with reference to FIGS. 84
and 85.

The various luminance values, along with the Bayer RGB
pixel data 793, may enter thumbnail generation logic 960.
The thumbnail generation logic 960 may output thumbnails
962 based on any of these values. The thumbnails 962 may
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represent the input image data downscaled according to one
of many downscaling techniques, as discussed below with
reference to FIG. 86. The luminance values from the lumi-
nance computation logic 950 and the Bayer RGB input pixel
data 793 may also enter local histogram generation logic 964.
The local histogram generation logic may generate local his-
tograms 966 from these values. One example of the local
histogram logic 964 appears in FIG. 87, and will be discussed
in greater detail below.

FIGS. 84 and 85 represent two examples of the luminance
computation logic 950. Since the same luminance values may
be employed in the local statistics logic 488 as the local tone
mapping (LTM) logic 3004, the luminance computation logic
950 may replicate the process used in the LTM logic 3004.
Thus, the properties of the luminance used by the local sta-
tistics logic 488 may be the same as the luminance values
determined by the LTM logic 3004. In the example of FIG.
84, the Bayer RGB image data 793 first may be downsampled
in 2x2 downsample logic 970. The 2x2 downsample logic
970 may downsample the Bayer RGB image data 793 by 2
horizontally and by 2 vertically to improve precision. As
discussed above with reference to FIG. 66, for each Bayer
quad, the R, G, and B pixel values may be collected. Thus, the
2x2 downsample logic 970 may downsample RGB image
data 793 of the format R-Gr-Gb-B as follows:

Rbayer(x,y) = raw(2*x, 2*y);

Gbayer(x,y) = 0.5*raw(2*x,2*y+1) + 0.5%raw(2*x+1,2*y);
Bbayer(x,y) = raw(2*x+1,2%y+1);

R(x,y) = Gain[0]*(Rbayer(x,y)+OffsetIn[0])+OffsetOut[0];
G(x,y) = Gain[1]*(Gbayer(x,y)+OffsetIn[1])+OffsetOut[1]; and
B(x,y) = Gain[2]*(Bbayer(x,y)+OffsetIn[2])+OffsetOut[2];

where x=0-width/2-1 and y=0-height/2-1. The Gain, Off-
setln, and OffsetOut values may be chosen such that the above
process mirrors the white balance gain of other components
of the ISP pipe processing logic 80. That is, the output pixel
values of R, G and B may be approximately photometrically
equivalent to the pixel values generated from the raw image
data processing logic (RAWProc) 150. In other embodi-
ments, other downsampling logic (e.g., 4x4 downsampling
logic) may be used instead, but it should be appreciated that
he 2x2 downsample logic 970 may not perform averaging,
and thus discrete luminance information may be preserved. In
addition, RGB-format image data may be used instead of
raw-format image data, in which case the image data need not
be downsampled to obtain separate color components.

Average luminance computation logic 972 and maximal
luminance computation logic 974 may process the down-
sampled image data from the 2x2 downsample logic 970. The
average luminance computation logic 972 may compute the
average luminance (Ylin_avg) 952 as follows:

Ylin_avg=(CoeffAvgY/0]*R+CoeffAvg¥Y/1]*G+
CoeffAvgY/2] *B+Avg YOffset+1<<(LumShift—
1))>>LumShift,

where CoeffAvgY[0], CoeffAvgY[1] and CoeffAvgY|[2] rep-
resent 2s-complement numbers (e.g., 16-bit 2s-complement
numbers) to weight the color components and AvgYOffset
represents a signed number (e.g., a 32-bit signed number).
The value LumShift represents the number of bits to shift and
can be chosen such that the luminance fills the entire 16 bits
of range. As a result, CoeffAvgY may be understood to
include 8 fractional bits, such that the luminance values cover
the entire range. Using the full range may be valuable, since
the spatially varying lookup tables (LUTs) used in the local
tone mapping (LTM) logic 3004—which may be pro-
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grammed by software based on the statistical luminance val-
ues, thumbnails, and/or local histograms—may have fixed
input ranges. The average luminance (Ylin_avg) 952 may be
clipped to minimum of zero and maximum of 65535.

The maximal luminance computation logic 974 may cal-
culate the maximal luminance (Ylin_max) 954 using the
maximal value of scaled R, G, and B values as the luminance:

Ylin_max=(max(CoeffMax Y/0]*R,CoeffMax Y/1/*G,
CoeffMaxY/2]*B)+1<<(LumsShift-1))>>Lum-
Shift,

where CoeffMaxY[0], CoeffMaxY[1] and CoeffMaxY[2]
may represent unsigned 16-bit numbers to weight the color
components and Ylin_max may be clipped to minimum of
zero and maximum of 65535. It maybe noted that this lumi-
nance definition has the advantage of keeping the signals in
gamut after the tone curve is applied in the local tone mapping
(LTM) logic 3004, discussed further below. With this defini-
tion of luminance, a pixel is considered to be bright if any of
the color channels are bright. Using the maximal luminance
(Ylin_max) 954 may prevent pixels with saturated colors
from gaining up and falling out of gamut in the local tone
mapping (LTM) logic 3004. If desired, a minimal luminance
may be calculated in a similar manner, using a minimum
rather than maximum operator and coefficients that may be
the same or different from those above.

Mixing logic 976, based on a mixing coefficient from a
mixing lookup table (LUT) 978, may blend the average lumi-
nance (Ylin_avg) 952 and the maximal luminance (Ylin_
max) 954 (and/or the minimal luminance) to obtain the pixel
luminance (Ylin) 956. The objective of the mixing logic 976
and the mixing LUT 978 may be to blend the luminance
signals smoothly. Namely, the average luminance (Ylin_avg)
952 may be weighted more heavily in dark to mid-level
brightness levels, while the maximal luminance (Ylin_max)
954 may be weighted more heavily in highlight brightness
levels. Some embodiments may involve mixing minimal,
maximal, and average luminances. For some of these embodi-
ments, the minimal luminance may be weighted most heavily
in dark brightness levels, the average luminance (Ylin_avg)
952 may be weighted most heavily in mid-level brightness
levels, and the maximal luminance (Ylin_max) 954 may be
weighted more heavily in highlight brightness levels.

With these objectives in mind, the mixing LUT 978 may be
programmed with any suitable values to smoothly mix, for
example, the two luminance signals 952 and 954 to produce
the input pixel luminance (Ylin) 956. The mixing LUT 978
may represent a table with 257 entries of 16-bits each. The
entries of the mixing LUT 978 may be evenly distributed
between 0 and 65535. The index to the mixing LUT 978 may
be either the average luminance (Ylin_avg) 952 or the maxi-
mal luminance (Ylin_max) 954, as selected in selection logic
980 by a signal (SelMix) 982. Selecting the average lumi-
nance (Ylin_avg) 952 to index the mixing LUT 978 may
produce smoother transitions of luminance, while the maxi-
mal luminance (Ylin_max) 954 may produce more aggres-
sive transitions. Thus, whether the selection signal (SelMix)
982 is used to select the average luminance (Ylin_avg) 952 or
the maximal luminance (Ylin_max) 954 may depend on the
presence or absence of noise in the image, the general bright-
ness of the image, and so forth. In another embodiment, ratios
between color channels may be used to index the mixing LUT
978 instead.

The following pseudo code represents one example of cal-
culating the input pixel luminance (Ylin) 956 as shown in
FIG. 84:
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if selMix ==

wMix = interplD (Ylin_max , wMixLUT);
else

wMix = interplD (Ylin_avg, wMixLUT);
Ylin =Ylin_avg*wMix + Ylin_max*(1-wMix ) =
(Ylin_avg-Ylin_max)*wMix + Ylin_max;

where wMixLUT represents the mixing LUT 978 with 257
entries evenly distributed between 0 and 65535, and interp1D
denotes 1D linear interpolation employed with pixel values
greater than 8 bits. The entries in wMixLUT may have
unsigned 16 bit values with 15 fractional bits (i.e., 1.15) and
the range of wMixLUT is between zero and one (i.e.,
0<=wMixLLUT<=1)—any value larger than 1 may be consid-
ered to be 1. The pixel luminance (Ylin) 956 may be an
unsigned 16-bit value that is clipped to min of zero and max
of 65535.

The input pixel luminance (Ylin) 956 may, in some
examples, undergo offset, scaling, and log computation logic
984. Scaling, offsetting, and converting the luminance value
to logarithmic form may convert the pixel luminance (Ylin)
956 into a more useful form. The offset, scaling, and log
computation logic 984 may carry out the following compu-
tation, if implemented:

Y log=CoeffLog_ScaleOut*log(max(CoeffLog
ScaleIn*(¥lin+CoeffLog_OffsetIn),CoeffLog
MinVal))+CoeffLog_OffsetOut.

In the equation above, Y log represents an unsigned 16-bit
value clipped to a minimum of 0 and maximum of 65535. To
ensure numerical stability near zero, a minimum input value
(CoefflLog_MinVal) may be specified. Offset coefficients
Coeftflog_Offsetln and (Ylin+Coeffl.og_Offsetln) may be
signed 32-bit numbers with 15 fractional bits (17.15), while
Coeftlog_OffsetOut may be signed 32-bit number with no
fractional bit. Scale and minimum value coefficients, Coef-
flog_ScaleOut, Coeffl.og_Scaleln, and Coeffl.og_MinVal,
may be specified with 23 bits, including a sign bit, a 6-bit
signed exponent, and a 16-bit mantissa. The mantissa may be
a fractional 0.16 value where the hardware concatenates an
implied 1 on the most significant bit (MSB):

CoeffLog=(-1)"8"*Mant*(2"Exp),
where:
—-32<=Exp<=31

1.0<=Mant<2
This may allow a range of:
27-32<=abs(CoeffLog)<2"32

In the equation above, the value Coeffl.og_MinVal may be
a positive number—thus, the sign bit may be ignored. Note
that the output of log( ) may be represented as a signed 33 bit
number 16 fractional bits.

Other examples of the luminance computation logic 950
may not employ the mixing logic 976 or mixing lookup table
(LUT) 978. As shown in FIG. 85, the luminance computation
logic 950 may, alternatively, involve a discrete selection
between either the average luminance (Ylin_avg) 952 or the
maximal luminance (Ylin_max) 954. For instance, selection
logic 986 may select either the average luminance (Ylin_avg)
952 or the maximal luminance (Ylin_max) 954 based on the
SelMix signal 982. The selected luminance value may be
output as the input pixel luminance (Ylin) 956.

The SelMix signal 982 may be kept constant on a per-frame
basis, or may vary as different regions of the image frame are
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processed. In one example, software controlling the ISP pipe
processing logic 80 may vary the SelMix signal 982 depend-
ing on whether the region of the image frame is in a dark to
mid-level brightness level or in a highlight brightness level.
The SelMix signal 982 may select the average luminance
(Ylin_avg) 952 when the luminance computation logic 950 is
computing luminance in dark to mid-level brightness levels.
The SelMix signal 982 may select the maximal luminance
(Ylin_max) 954 when the luminance computation logic 950
is processing image pixels from a highlight region of the
image frame. Doing so may preserve highlight information in
the area predominated by highlights, while avoiding high-
luminance noise in dark to mid-level brightness areas. In
other embodiments, the software may vary the SelMix signal
982 when ratios of color components fall above or below a
threshold.

The local tone mapping (LTM) logic 3004 or the highlight
recovery (HR) logic 1038 may vary operation depending on
certain thumbnail images generated by the thumbnail genera-
tion logic 960. For instance, in one example, the HR logic
1038 may focus on certain colors based on the thumbnails 962
from the thumbnail generation logic 960. Additionally, soft-
ware or firmware may use the thumbnails 962 to, for instance,
set the exposure, focus, and/or auto-white-balance. More-
over, tone curves (e.g., global or local tone curves) may be
generated by software using the thumbnails 962 from the
thumbnail generation logic 960 and/or local histograms 966
from the local histogram generation logic 966.

One example of the thumbnail generation logic 960
appears in FIG. 86, receiving as input the average luminance
(Ylin_avg) 952, the maximal luminance (Ylin_max) 954, the
input pixel luminance (Ylin) 956, the logarithmic luminance
(Y log) 958, and red (R), green (G), and blue (B) components
of the Bayer RGB image data 793. Selection logic 990 may
pass one of these signals to downsampling logic 992. The
downsampling logic 992 may downsample the selected
image data using one of four downsampling modes to pro-
duce one or more thumbnails 962. For each thumbnail 962
that the thumbnail generation logic 960 generates, the soft-
ware controlling the ISP pipe processing logic 80 may select
the input source (e.g., via selection logic 990) and the down-
sampling mode (e.g., selection logic 994). In one example,
the thumbnail generation logic 960 may generate a maximum
of six thumbnails 962, thumbnails based on R, G, and B
signals count as three separate thumbnails 962. As illustrated,
the downsampling logic 992 may employ one or more of the
following four downsampling modes: a subsampling mode
(SUB) 996, a block averaging mode (BLK) 998, a minimum
block value mode (MIN) 1000, and a maximum block value
mode (MAX) 1002.

In general, the downsampling logic 992 may downsample
each block of the image frame down to a single pixel of a
thumbnail 962. The size of the blocks may be specified by a
programmable horizontal downsampling factor 1004 and a
programmable vertical downsampling factor 1006 (e.g., a
block size of 32x32). The width and height of the generated
thumbnails 962 may be the width and height of the active
region 312 (FIG. 21) at full sensor resolution, divided by the
horizontal and vertical downsampling factors 1004 and 1006.
The top-left corner of the thumbnail image 962 will be
aligned to the top-left corner of the active region 312. When
the width and height of the active region 312 are not multiples
of the downsampling factors 1004 and 1006, certain bottom
rows and/or right columns may not be used in the thumbnail
generation, as partial tiles may be discarded. In at least one
embodiment, the downsampling factors 1004 and 1006 and
active region 312 may always be multiples of two pixels. The
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width of the thumbnail 962 may not exceed 128 pixels. Also,
the minimum horizontal downsampling factor 1004 may be
16 (in full sensor resolution), and the maximum number of
pixels being downsampled to one pixel may not exceed 214
at full sensor resolution. For example, a block measuring
128%128 pixels (in full sensor resolution) may be the largest
block size when the width and height are constrained to be the
same value.

The four downsampling modes 996, 998, 1000, and 1002
will now be discussed. The subsample mode (SUB) 996 may
subsample the pixel data spatially. Offset values from the
top-left corner of each block may be programmable. The
block averaging mode (BLK) 998 may perform block aver-
aging to obtain pixel values in the thumbnail images 962. For
example, if the downsampling factors 1004 and 1006 have
been selected to obtain 32x32 blocks of pixels, the pixels in
the 32x32 block may be averaged to determine the pixel value
in the thumbnail 962. The minimum pixel value mode (MIN)
1000 may select the minimum pixel value in each block to
represent each pixel of the output thumbnail 962. The maxi-
mum pixel value mode (MAX) 1002 may select the maxi-
mum pixel value in each block to represent each pixel of the
output thumbnail 962.

The offset values used in the subsampling mode (SUB)
996, as well as the downsampling factors 1004 and 1006, may
be defined in units of pixels in the sensor resolution—that is,
before downsampling by 2x2—and should be in multiples of
two. As such, the downsampling offset values in the horizon-
tal and vertical (Y) directions may be between O and the
horizontal downsampling value divided by the vertical down-
sampling value, less 1. For thumbnails 962 that are obtained
viathe block averaging mode (BLK) 998, the reciprocal of the
number of pixels (e.g., RecipNumPix=(1<<32)/numPix)
may be provided by software controlling the ISP pipe pro-
cessing logic 80.

The local histogram generation logic 964, an example of
which appears in FI1G. 87, may generate histograms of lumi-
nance intensities for each block of pixels, all blocks having
the same size. As illustrated in FIG. 87, selection logic 1010
may select from among the average luminance (Ylin_avg)
952, the maximal luminance (Ylin_max) 954, the input pixel
luminance (Y1lin) 956, the logarithmic luminance (Y log) 958,
and red (R), green (G), and blue (B) components of the Bayer
RGB image data 793. The selected signal may be received by
local (block) histogram logic 1012, which may generate local
histograms 966 in, for example, 32 bins of 16 bits each. Any
other suitable number of bins of suitable bit depths may also
be used.

As in the downsampling logic 992, the size of the block of
pixels used for the local histograms 966 may have indepen-
dently programmable horizontal and vertical sizes. That is, a
programmable horizontal block size signal 1014 may specify
the horizontal size of a pixel block and a vertical block size
signal 1016 may specify the vertical size of a block of pixels.
In one embodiment, the maximum number of horizontal
blocks may not exceed 64 blocks. The minimum block size in
the horizontal direction may be 64 pixels (at full sensor reso-
Iution). The block size in both directions and the active region
312 coordinates may be in multiples of two. When the width
and height of the active region 312 are not multiples of the
block sizes, bottom rows and/or right columns may not be
used for local histogram generation, as partial tiles may be
discarded. The maximum number of pixels in a block may not
exceed 2" 18 at full sensor resolution, in some embodiments.
For example, 512x512 pixels in full sensor resolution may be
the largest block size when the width and height are con-
strained to be the same value.
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For each block, the local (block) histogram logic 1012 may
compute a local histogram of the luminance. The resulting
histogram 966 may have 32 bins, and the size of each bin may
be the same across all bins. The bin number may be obtained
as follows:

idx=(LocalHistScale*(Luminance-LocalHistOff-
set))>>16,

where LocalHistScale represents scaling for computing the
histogram, Luminance represents the selected signal input to
the local (block) histogram logic 1012, LocalHistOffset rep-
resents a programmable offset for computing the histogram.
The local histogram at block number (i,j), where (i) repre-
sents the horizontal (i) and vertical (j) coordinates of the
block, may be incremented as follows:

if (idx>=0 && idx<32)
LocalHist(i,j,idx) += Count;

Local histograms may be written to the memory 100 in
scan order as the pixel block is processed, and if the pixel
block was part of the active region 312. For each block, local
histogram counts are written from the lowest index—that is,
the darkest pixel count—to the highest index, or brightest
pixel counts. In one example, each histogram bin may be
represented by a 16-bit number. When each histogram bin is
represented by a 16-bit number, the value of each bin may be
saturated at 65535.

Considering the direct memory access (DMA) format of
local image statistics, two memory pointers may be used to
write statistics to the memory 100: one for local histograms
966 and one for thumbnails 962. The memory address regis-
ters may be double-buffered so that a new location in the
memory 100 can be specified on every frame. FIGS. 88, 89,
and 90 illustrate one example of a suitable memory format for
the local statistics. In particular, FIGS. 88 and 89 illustrate
thumbnail statistics written to memory in scan order as each
local region—that is, each block—is complete (if the block is
part of the active region 312). The thumbnail statistics 962
may be fully or partially enabled. When thumbnail statistics
are partial enabled, only four thumbnail statistics may be
written to memory, as shown in FIG. 88. When thumbnail
statistics are all enabled, as shown in FIG. 89, six thumbnails
may be written to memory. As shown in FIG. 90, and dis-
cussed above, local histogram statistics may include 32 bins
of 16 bits each.

In some embodiments, an interrupt may be sent to the host
when the local image statistics have been completed by the
DMA for the active region. Also, the row number in (tile/
block units) may be defined such that the interrupt occurs
when the DMA has completed the defined row. This may
allow firmware to begin early processing.

RAW Processing Logic

Referring again briefly to FIG. 8, the raw processing logic
150 may form an initial image processing block to operate on
raw Bayer image data. Using the statistics collected in the
statistics logic 140a and/or 1405 (e.g., as interpreted by soft-
ware running on the processor(s) 16 that may control the ISP
pipe processing logic 80), the raw processing logic 150 may
perform sensor linearization, black level compensation, fixed
pattern noise reduction, temporal filtering, defective pixel
detection and correction, spatial noise filtering, lens shading
correction, white balance gain operations, highlight recovery,
chromatic aberration correction and/or raw scaling, as will be
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discussed further below. As shown in the present embodi-
ment, the input signal to the raw processing logic 150 may be
the raw pixel output from the sensors 90 or raw pixel data
from the memory 100, depending on the present configura-
tion of the selection logic 142¢.

Referring now to FIG. 91, a block diagram showing a more
detailed view of an embodiment of the raw processing logic
150 is illustrated, in accordance with an embodiment of the
present technique. As shown, the raw processing logic 150
includes sensor linearization (SLIN) logic 1022, black level
compensation (BLC) logic 1024, fixed pattern noise reduc-
tion (FPNR) logic 1026, temporal filter logic (TF) 1028,
defective pixel correction (DPC) logic 1030, which may share
hardware logical blocks with noise statistics logic 1031 to
share resources, spatial noise filter (SNF) logic 1032, lens
shading correction (LSC) logic 1034, white balance gain
(WBG) logic 1036, highlight recovery (HR) logic 1038, and
raw scaler (RSCL) logic 1040. In one example, the raw pro-
cessing logic 150 may pass raw image data through these
logic blocks in the order above. In some embodiments, the
SLIN logic 1022, the BLC logic 1024, the FPNR logic 1026,
and the TF logic 1028 may benefit from occurring before the
DPC logic 1030, since these blocks perform corrections at a
pixel correction level. In another example, the raw scaler
(RSCL) logic 1040 may occur between the defective pixel
correction (DPC) logic 1030 and the spatial noise filter. In
other examples, the temporal filter (TF) logic 1028 may take
place between the spatial noise filter (SNF) logic 1032. For
instance, the order may be the SLIN logic 1022, the BLC
logic 1024, the FPNR logic 1026, the DPC logic 1030, the
RSCL logic 1040, the SNF logic 1032, the TF logic 1028, the
LSClogic 1034, the WBG logic 1036, and the HR logic 1038.
These logic blocks are described in greater detail below.

Before continuing, it should be appreciated that the noise
statistics logic is implemented in conjunction with the DPC
logic 1030 because doing so permits reusing some of the same
logic. In other embodiments, however, the noise statistics
logic may be located in any number of other spaces in the
pipeline. For instance, the noise statistics logic may occur
after the FPNR logic 1026, after the TF logic 1028, and/or
after the SNF logic 1032, and so forth. The noise statistics
logic may also be located outside of the raw processing logic
150. For instance, the noise statistics logic may be located
after the demosaicing (DEM) logic of the RGB processing
logic 160 or the luminance (Y) sharpening logic or chroman-
oise reduction logic of the YCC processing logic 170. Indeed,
the noise reduction logic may allow the determination of the
noise standard deviation after these noise reduction blocks
have operated on the pixel data. Thus, by monitoring the noise
standard deviation before and after processing, the effective-
ness of the noise reduction blocks may be gauged. When only
one noise statistics logic block is used (e.g., the noise statis-
tics logic appears only in conjunction with the DPC logic
1030 or only appears before TF logic 1028), the noise stan-
dard deviation at later blocks may be estimated from the noise
standard deviation determined in the one noise statistics logic
block. Moreover, when only one noise statistics logic block is
used, it may be valuable to locate the noise statistics logic
block before the SNF logic 1032 spreads noise around, which
could alter the noise standard deviation of the image by spa-
tially spreading noise.

Of note, the raw processing logic 150 may preserve more
image information than many conventional techniques.
Indeed, the raw processing logic 150 may operate on signed
image data, which allows for a zero offset that can preserve
negative noise. By processing the raw image data in a signed
format, rather than merely clipping the raw image data to an
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unsigned format, image information that would otherwise be
lost may be preserved. To provide a brief example, noise on
the image sensor(s) 90 may occur in a positive or negative
direction. In other words, some pixels that should represent a
particular light intensity may have values of a particular (cor-
rect) value, others may have noise resulting in values greater
than the particular value, and still others may have noise
resulting in values less than the particular value. When an area
of the image sensor(s) 90 captures little or no light, sensor
noise may increase or decrease individual pixel values such
that the average pixel value is about zero. If only noise occur-
ring in a negative direction is discarded, however, the average
black color could rise above zero and would produce grayish-
tinged black areas.

In effect, the zero bias effectively centers the noise distri-
bution from the sensor(s) 90 around zero, so that filters and
functional operations can use pixels with information on both
sides of the distribution. Thus, the average noise will be
approximately zero. The distribution of noise may thus effec-
tively cancel out to provide colors that more accurately reflect
the scene that was captured. For example, noise from the
sensor(s) 90 may be Gaussian with a mean of zero. Without
applying the zero bias as taught in the present disclosure, the
average black color will be at zero bias after the noise filter.

Since the ISP pipe processing logic 80 may use signed
image data, rather than merely clipping the negative noise
away, the ISP pipe processing logic 80 may more accurately
render dark black areas in images. In alternative embodi-
ments, only some of the raw processing logic 150 may
employ signed image data. In general, however, the raw pro-
cessing logic 150 may use signed image data at least through
the noise statistics block and the SNF logic 1032, to allow for
a more precise determination of the noise standard deviation
(noise statistics) and to prevent spreading unwanted noise
(SNF logic 1032).

The process of scaling and offsetting the input image data
may take place as described above with reference to FIGS.
40-43 and F1G. 229. Scaling and offset logic 82 (not shown in
FIG. 91) may be implemented as a function of the input and
output direct memory access (DMA) logic that inputs and
outputs image data to and from the memory 100 and raw
processing logic 150.

Also of note is that the raw processing logic 150 does not
perform demosaicing of raw image data into the RGB format.
As such, the output of the raw processing logic 150 remains in
the raw image format. Since the output of the raw processing
logic 150 is in the raw format, the output of the raw processing
logic 150 may be stored in the memory 100 and reprocessed
through the raw processing logic 150 in multiple passes. For
example, software running on the processor(s) 16 may con-
trol the ISP pipe processing logic 80 to make multiple passes
on the same data, keeping the same or varying the control
parameters of the raw processing logic 150 each time. Under
certain conditions (e.g., low-light conditions or other high-
noise conditions), multiple passes through the raw processing
logic 150 may reduce noise in otherwise overly noisy images.

Moreover, in some embodiments, software may provide
raw image data obtained from another imaging device than
those of the electronic device 10 (e.g., a raw file obtained by
a third-party camera system). To provide one example, the
raw image data may be obtained by decompressing VL.C
compressed RAW images. The obtained raw image data may
be processed through the raw processing logic 150 as if the
image data had been obtained by the sensors 90. Software
controlling the ISP pipe processing logic 80 may program the
various functional blocks based on information related to the
third-party camera, sensor, lens, etc. For instance, the lens
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shading correction (L.SC) logic may adjust the radial gains
based on the lens used in the third-party camera.
Sensor Linearization (SLIN)

As mentioned above, raw image data received from some
sensors 90, particularly high dynamic range (HDR) sensors
90, may be nonlinear. The image processing of the raw pro-
cessing logic 150, however, may operate on linear image data.
The sensor linearization logic 1022 thus may convert nonlin-
ear image data from the sensors 90 into linear image data that
can be operated on by the raw processing logic 150. To
provide one example, raw image data in a companding format
first may be mapped from its encoded nonlinear state to a
linear space for additional image processing. The sensor lin-
earization logic 1022 may perform such a conversion.

The sensor linearization (SLIN) logic 1022 of the raw
processing logic (RAWProc) 150 may operate in substan-
tially the same way as the sensor linearization (SLIN) logic
470 of the statistics logic 140a and 1405. As such, sensor
linearization (SLIN) logic 1022 may operate in the manner
discussed above with reference to FIGS. 49-51.

Black Level Compensation (BLC)

The output of the sensor linearization (SLIN) logic 1022
may be passed to the black level compensation (BLC) logic
1024. The BLC logic 1024 may operate in substantially the
same way as the BLC logic 472. Thus, the BL.C logic 1024
may provide for digital gain, offset, and clipping indepen-
dently for each color component “c” (e.g., R, B, Gr, and Gb
for Bayer) on the pixels used for statistics collection. For
instance, as expressed by the following operation, the input
value for the current pixel is first offset by a signed value, and
then multiplied by a gain:

Y=(X+O/fc))xG/c],

where X represents the input pixel value for a given color
component ¢ (e.g., R, B, Gr, or Gb), O[c] represents a signed
16-bit offset for the current color component ¢, G|c]| repre-
sents a gain value for the color component ¢, andY represents
the output pixel value. In one embodiment, the gain G[c] may
be a 16-bit unsigned number with 2 integer bits and 14 frac-
tion bits (e.g., 2.14 in floating point representation), and the
gain G[c] may be applied with rounding. By way of example,
the gain G[c] may have a range of between O to 4 (e.g., 4 times
the input pixel value).

Next, as shown by the below, the computed value Y, which
is signed, may then be then clipped to a minimum and maxi-
mum range:

Y=(¥<min[c])?min[c]:(¥>max[c])?max[c]:¥).

The variables min[c] and max[c] may represent signed
16-bit clipping values for the minimum and maximum output
values, respectively. In one embodiment, the BLC logic 1024
may also be configured to maintain a count of the number of
pixels that were clipped above and below maximum and
minimum, respectively, per color component.

Fixed Pattern Noise Reduction (FPNR)

Subsequently, the output of the BLC logic 1024 is for-
warded to a fixed pattern noise reduction (FPNR) block 1026.
The FPNR block 1026 may use the fixed pattern noise statis-
tics generated by the FPN statistics logic 484 to remove the
fixed pattern noise from raw image data received from some
sensors 90. For instance, the FPNR block 1026 may extract
the fixed pattern noise in the raw image by identifying the
pattern with the highest energy in the FPN statistics deter-
mined by the FPN statistics logic 484. As discussed above
with reference to FIGS. 80-82 (FPN statistics logic 484),
fixed pattern noise (FPN) is generally due to variations in
pixel or column properties that manifest themselves as spatial
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noise. For example, variations in pixel-offset values may
result from variations in dark current or in offsets of an ampli-
fier chain coupled to the sensors 90.

In general, fixed pattern noise may include noise in the
sensors 90 that has a repeating or fixed pattern. For example,
the fixed pattern noise may include row-wise or column-wise
fixed variations that may be removed such that higher quality
images can be displayed. In another example, fixed pattern
noise may be a diagonal fixed variation that occurs due to a
manufacturing process such as a laser annealing process that
creates a different amount of light going to the pixels, which
may result in a noise that has a pattern. Thus, the fixed pattern
noise may be a row-wise, column-wise, or diagonal-wise
pattern. Alternatively, the fixed pattern noise may be a whole
frame pattern that changes pixel-to-pixel but remains similar
from frame-to-frame.

Typically, during the manufacturing process, a calibration
procedure may determine the fixed pattern noise, which may
be used to remove the fixed pattern noise. However, the fixed
pattern noise may change over time due to temperature, inte-
gration time, etc. In this manner, the fixed pattern noise sta-
tistics determined by the FPN statistics logic 484, as
described above, may be used by the FPNR block 1026 to
adapt the fixed pattern noise removal process on the fly as the
fixed pattern noise changes.

Inone embodiment, the fixed pattern noise may correspond
to variations in gain and offsets of pixel intensity values as
indicated in the fixed pattern noise statistics determined by
the FPN statistics logic 484. The FPNR block 1026 may
remove the offset fixed pattern noise by subtracting a dark
frame from the input image. The dark frame may be an image
captured by the sensors 90 in the dark (e.g., an image of noise
in the sensor 90a). In this manner, the dark frame may be
generated by capturing image data with a closed shutter or
during camera calibration. In general, the dark frame may
change based on an integration time, a temperature, and/or
other external factors. In one embodiment, the offset may be
generated by a linear combination of two or more dark
frames. For instance, a dark frame acquired with an integra-
tion time of 10 ms may be bilinearly interpolated with a dark
from with an integration time of 20 ms.

As mentioned above, in addition to offsets of pixel values,
the fixed pattern noise may include gain fixed pattern noise.
Gain fixed pattern noise may be a ratio between an optical
power on a pixel versus an electrical signal output on the
pixel. For instance, the gain fixed pattern noise may be pixel-
to-pixel response non-uniformity (PRNU). The FPNR block
1026 may remove the gain fixed pattern noise by multiplying
different gain values to pixels, thereby compensating for the
PRNU effects on the pixels.

In one embodiment, the offset and gain components for
each pixel in an input image may be stored in an offset
look-up table (LUT) and a gain LUT, respectively. Each LUT
may be calibrated based on various types of fixed pattern
noise, which may be identified using the fixed pattern noise
statistics. In addition to or in lieu of being calibrated based on
the various types of fixed pattern noise, each LUT may be
calibrated based on a temperature value acquired by the tem-
perature sensor or an integration time for the sensors(s) 90.
For instance, each LUT may be calibrated based on a per-unit
temperature value change on the temperature sensor. By stor-
ing the offset and gain components for each pixel in LUTs, the
offset and gain components may be represented using fewer
bits per pixel and may be used to specify a non-linear map-
ping. The offset and gain components for each pixel may be
stored in a fixed pattern noise frame. In one embodiment, the
fixed pattern noise frame 1060, as illustrated in FIG. 92, may
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include packed bits that encode two offsets and a gain. A first
offset 1062 in the fixed pattern noise frame 1060 may be
located in the least significant bits of the fixed pattern noise
frame 1060 followed by a second offset 1064, and then fol-
lowed by a gain 1066. The fixed pattern noise frame may be
represented in 8, 10, 12, 14, or 16-bit. As such, the fixed
pattern noise frame width (fpn_frame_bitdepth) may be
determined by the RAW format (RAWS, 10, 12, 14 or 16) of
the input image.

After determining the width of the fixed pattern noise
frame, the width of the offsets and gain in the fixed pattern
noise frame 1060 may be programmed. In this manner, the
number of bits used for each offset (1062 and 1064) in the
fixed pattern noise frame 1060 may be specified (frame_
off_width[0] and frame_off_width[1]) prior to when the oft-
sets of the fixed pattern noise frame of a pixel are set. For
example, with a RAW 16 input image, bit widths for the first
offset 1062, the second offset 1064, and the gain 1066 may be
set to 6, 6, and 4, respectively. Alternatively, if the gain 1066
is not required, the first offset 1062 and the second offset 1064
may be set to 8 bit each. In one embodiment, the fixed pattern
noise frame 1060 may include only one offset as opposed to
two offsets.

The bits of the fixed pattern noise frame not being used for
an offset may consequently be used for the gain portion 1066
of the fixed pattern noise frame 1060. Since the gain portion
1066 of the fixed pattern noise frame 1060 may be fractional
value, the number of bits to be used as the fractional value of
the gain may also be specified (frame_gain_fraction) prior to
the gain is set in the fixed pattern noise frame 1060 for a pixel.

After determining the fixed pattern noise frame 1060 (off-
set and gain values) to compensate for the fixed pattern noise
of a pixel, the FPNR block 1026 may subtract an offset and
apply a gain (up or down) to the pixel, thereby compensating
for the fixed pattern noise in the input image. Additional
details with regard to compensating for the fixed pattern noise
in the input image are discussed below with reference to FIG.
93.

At block 1072, the FPNR block 1026 may determine an
offset value and a gain value for each pixel based on the fixed
pattern noise frame for each pixel as shown below:

frame_offset[0] = fpn (j,i) & frame_off mask[0]

frame_offset[1] = (fpn (j,i) & frame_off mask[1])>> frame_off width[0]
frame_gain = ((fpn (j,i) & frame_gain_mask))>>(frame_off width[0] +
frame_off_ width[1])

where frame_offset[0] corresponds to the first offset 1062 and
frame_off_mask[0] corresponds to a mask for the first offset
1062, frame_offset[1] corresponds to the second offset 1064,
frame_off_mask[1] corresponds to a mask for the second
offset 1064, frame_gain_mask correspond to a mask for the
gain 1066, and fpn (j,i) corresponds to a fixed pattern noise
frame for a pixel in the input image located at (j, 1).

In another embodiment, if an offset LUT is enabled and/or
a gain LUT is enabled, the FPNR block 1026 may apply a
mask to the fixed pattern noise frame 1060 for a respective
pixel based on the mask and the fixed pattern noise frame as
follows:
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if (offset_LUT _en)
frame_offset[0] = offset_LUT [fpn (j,i) & frame_off mask[0]]
frame_offset[1] = offset_LUT [fpn (j,i) &
frame_off_mask[1])>> frame_off width[0]]

if (gain_LUT _en)
frame_gain = gain_LUT [fpn (j,i) &
frame_gain_mask))>>(frame_off width[0] +

frame_off width[1]]

where offset_LUT represents an interpolation of the offset
from a look-up table for the offset, frame_off_width [0] cor-
responds to a number of bits used in the fixed pattern noise
frame to specify the first offset 1062, frame_off width [1]
corresponds to a number of bits used in the fixed pattern noise
frame to specify the second offset 1064, and gain LUT rep-
resents an interpolation of the gain from a look-up table for
the gain 1066.

The total frame offset may then be determined as follows:

frame_off=frame_off weight[0]*frame_offset[0]+
frame_off weight[1]*frame_offset[1]

where frame_off_weight [0] corresponds to a weighting fac-
tor for the first offset 1062, and frame_off_weight [1] corre-
sponds to a weighting factor for the second offset 1064.

As shown in the equations above, after appropriate mask-
ing of the fixed pattern noise frame, the FPNR block 1026
may use lookup-table operations to determine an offset and
gain for the respective pixel. In one embodiment, an optional
linear interpolation between look-up table values may be
performed if the offset width of the fixed pattern noise frame
is larger than the number of entries in the LUT. As such, the
interpolation may occur if the width of the offset or gain is
larger than the corresponding LUT size. The offset LUT may
include signed 17-bit output levels such that the spacing on
the input is a maximum value between 1 and 2" (offset_width-
7). As such, if the offset is 7 bit or less, the spacing is 1 and the
FPNR block 1026 may not perform any interpolation. The
gain LUT may include unsigned 16-bit output levels such that
the spacing on the input is a maximum value between 1 and
2"(gain_width—6). Therefore, if the gain is 6 bit or less, the
spacing is 1 and the FPNR block 1026 may not perform any
interpolation.

At block 1074, the FPNR block 1026 may determine if a
row fixed pattern noise correction feature has been enabled
(i.e., row_{pn_en=1). The row fixed pattern noise correction
feature may be enabled if the FPN statistics logic 484 collects
fixed pattern noise that indicates a row-wise fixed pattern
noise in the input image. In one embodiment, the row fixed
pattern noise correction feature may be enabled with respect
to each color component (i.e., row_fpn_en[c]=1). If the row
fixed pattern noise correction feature is enabled, then the
FPNR block 1026 may proceed to block 1076.

At block 1076, the FPNR block 1026 may determine the
fixed pattern noise correction factors for each row of the input
image similar as to how the fixed pattern noise correction
factors for each pixel has been determined as described
above. In one embodiment, the FPNR block 1026 may deter-
mine an offset value and a gain value for each row based on
the fixed pattern noise frame for each row as shown below:

row_offset[0] = row_fpn[floor(row_pos)] & row_off_mask[0]
row_offset[1] = (row_fpn[floor(row_pos)] & row_off mask[1])>> row_off width[0]
row_gain = ((row_fpn[floor(row_pos)] & row_gain_mask))>>(row_off width[0] + row_off_width[1])

where

row_pos = ((row_pos_init[c] + row_stepX[c]*i + row_stepY[c]*j) modulo row_fpn_size[c]) +

row_pos_offset[c]
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and where row_oftset[0] corresponds to the first offset 1062
and row_off_mask|[0] corresponds to a mask for the first
offset 1062, row_offset[1] corresponds to the second offset
1064, row_off_mask[1] corresponds to a mask for the second
offset 1064, row_gain_mask[0] correspond to a mask for the
gain 1066, row_fpn[floor(row_pos)] corresponds to the fixed
pattern noise frame for a respective row located at
floor(row_pos), row_pos corresponds to a current row posi-
tion of the respective pixel in the active region per color
component, row_off_width[0] corresponds to a number of
bits the row fixed pattern noise frame that are used to specify
the first offset 1062, row_off__width[1] corresponds to a num-
ber of bits the row fixed pattern noise frame that are used to
specify the second offset 1064, and row_gain corresponds to
the gain 1066 in the row fixed pattern noise frame, row_
pos_init[c] corresponds to an initial position in a row fixed
pattern noise array, which may be determined based on fixed
pattern noise statistics or calibration data obtained from a
supplier of the sensors 90, for a first pixel of an active region
per color component in the input image, row_stepX|[c] corre-
sponds to a horizontal step size in the row fixed pattern noise
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ponents (i.e., row_fpn_en=0), thenthe FPNR block 1026 may
set a row offset value in the row fixed pattern noise frame to 0
and set the gain value in the row fixed pattern noise frame to
1 as shown below:

row_off=0

row_gain=(1<<row_gain_{fraction)

where row_gain_fraction corresponds to a number of bits to
be used for the row gain portion of the row fixed pattern noise
frame. After setting the row offset value and the row gain
value, the FPNR block 1026 may proceed to block 1078.

At block 1078, the FPNR block 1026 may determine the
fixed pattern noise correction factors for each column of the
input image similar as to how the fixed pattern noise correc-
tion factors for each pixel has been determined as described
above for each pixel and each row of the input image. In one
embodiment, the FPNR block 1026 may determine an offset
value and a gain value for each column based on the fixed
pattern noise frame for each column as shown below:

col_offset[0] = col_fpn[floor(col_pos)] & col_off mask[0]
col_offset[1] = (col_fpn[floor(col_pos)] & col_off mask[1])>> col_off_ width[0]
col_gain = ((col_fpn[floor(col_pos)] & col_gain_mask))>>(col_off width[0] + col_off width[1])

where

col_pos = ((col_pos_init[c] + col_stepX[c]*i + col_stepY[c]*j) modulo col_fpn_size[c]) + col_pos_offset

[e]

array per color component, row_stepY[c] corresponds to a
vertical step size in the row fixed pattern noise array per color
component, row_f{pn_size[c] corresponds to the size of a
repeating pattern in the row fixed pattern noise array per color
component, and row_pos_offset[c] corresponds to an offset
in the row fixed pattern noise array for the position of the first
element per color component.

In another embodiment, if an offset LUT is enabled and/or
a gain LUT is enabled, the FPNR block 1026 may apply a
mask to the fixed pattern noise frame 1060 for a respective
pixel based on the mask and the fixed pattern noise frame as
follows:
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and where col_offset[0] corresponds to the first offset 1062
and col_off_mask[0] corresponds to a mask for the first offset
1062, col_offset[1] corresponds to the second offset 1064,
col_off_mask[1] corresponds to a mask for the second offset
1064, col_gain_mask correspond to a mask for the gain 1066,
col_fpn[floor(col_pos)] corresponds to the fixed pattern noise
frame for a respective column located at floor(col_pos),
col_pos corresponds to a current column position of the
respective pixel in the active region per color component,
col_off_width[0] corresponds to a number of bits the column
fixed pattern noise frame that are used to specify the first
offset 1062, col_off_width|[1] corresponds to a number of bits

if (offset_LUT _en)

row_offset[0] = offset_ LUT [row_fpn[floor(row_pos)] & row_off__mask[0]]

row_offset[1] = offset_ LUT [(row_fpn[floor(row_pos)] & row_off mask[1])>> row_off width[0]]

if (gain_LUT _en)

row_gain = gain_LUT [((row_fpn[floor(row_pos)] & row_gain_mask))>>(row_off_width[0] +

row_off width[1])]

where row_off_width [0] corresponds to a number of bits
used in the fixed pattern noise frame to specify the first offset
1062, and row_off_width [1] corresponds to a number of bits
used in the fixed pattern noise frame to specify the second
offset 1064.

The total row offset may then be determined as follows:

row_off=row_off weight[0]*row_offset[0]+row_
off_weight[1]*row_offset[1]

where row_off__weight [0] corresponds to a weighting factor
for the first offset 1062, and row_off_weight [1] corresponds
to a weighting factor for the second offset 1064.

After setting the row offset value and the row gain value as
shown above, the FPNR block 1026 may proceed to block
1078.

Referring back to block 1074, if the row fixed pattern noise
correction feature is not enabled for one or more color com-
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the column fixed pattern noise frame that are used to specify
the second offset 1064, and col_gain corresponds to the gain
1066 in the column fixed pattern noise frame, col_pos_init[c]
corresponds to an initial position in a column fixed pattern
noise array, which may be determined based on fixed pattern
noise statistics or calibration data obtained from a supplier of
the sensors 90, for a first pixel of an active region per color
component in the input image, col_stepX[c] corresponds to a
horizontal step size in the row fixed pattern noise array per
color component, col_stepY|[c] corresponds to a vertical step
size in the column fixed pattern noise array per color compo-
nent, col_fpn_size[c] corresponds to the size of a repeating
pattern in the column fixed pattern noise array per color
component, and col_pos_offset[c] corresponds to an offset in
the column fixed pattern noise array for the position of the
first element per color component.
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In another embodiment, if an offset LUT is enabled and/or
a gain LUT is enabled, the FPNR block 1026 may apply a
mask to the fixed pattern noise frame 1060 for a respective
pixel based on the mask and the fixed pattern noise frame as
follows:
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blocks 1072, 1076, and 1080 to the input image. An example
of the effects of applying the fixed pattern noise offsets and
gains as described in process 1070 above is illustrated in FIG.
224 and FIG. 225. In one embodiment, the image illustrated
in FIG. 224 may correspond to image data received by the

if (offset_LUT _en)
col_offset[0] = offset_LUT [col_fpn[floor(col_pos)] & col_off__mask[0]]

col_offset[1] = offset_LUT [(col_fpn[floor(col_pos)] & col_off mask[1])>> col_off width[0]]

if (gain_LUT _en)

col_gain = gain_LUT [((col_fpn[floor(col_pos)] & col_gain_mask))>>( col_off width[0] +

col_off width[1])]

where col_off_width [0] corresponds to a number of bits used
in the fixed pattern noise frame to specify the first oftset 1062,
and col_off_width [1] corresponds to a number of bits used in
the fixed pattern noise frame to specify the second offset
1064.

The total column offset may then be determined as follows:

col_off=col_off_weight[0]*col_offset[0]+col_
off_weight[1]*col_offset[1]

where col_off_weight [0] corresponds to a weighting factor
for the first offset 1062, and col_off_weight [1] corresponds
to a weighting factor for the second offset 1064.

The column fixed pattern noise frame may be represented
in the same manner as the pixel fixed pattern noise frame of
FIG. 92. The column offset (col_off) may be used to represent
a pattern of a known frequency using a horizontal step size
(col_stepX][c]) and a vertical step size (col_stepY|c]) into a
column offset array. In one embodiment, a position in a col-
umn fixed pattern noise table (col_pos_init) may be repre-
sented as a 14.16 fractional number. In one embodiment, the
column fixed pattern noise table may be generated based on
the fixed pattern noise statistics. Similarly, the horizontal step
(col_stepX][c]) and the vertical step (col_stepY[c]) may be
represented as a 14.16 fractional number. As such, the FPNR
block 1026 may maintain the column fixed pattern noise
position in the column fixed pattern noise table (col_pos) and
increment the column fixed pattern noise position by a corre-
sponding horizontal step (col_stepX][c]). The horizontal step
may be truncated to a closed integer value to provide a precise
step value. At the end of every row in the input image, the
FPNR block 1026 may increment the column fixed pattern
noise position (col_pos) by the vertical step (col_stepY]c]).
The column fixed pattern noise position (col_pos) may then
wraps around when it reaches the maximum index of the
column fixed pattern noise table. After setting the column
offset value and the column gain value as described above, the
FPNR block 1026 may proceed to block 1082.

Referring back to block 1078, if the column fixed pattern
noise correction feature is not enabled for one or more color
components (i.e., col_fpn_en[c]=1), then the FPNR block
1026 may set a column offset value in the column fixed
pattern noise frame to 0 and set the gain value in the column
fixed pattern noise frame to 1 as shown below:

col_off=0

col_gain=(1<<col_gain_fraction)

where col_gain_{fraction corresponds to a number of bits to be
used for the column gain portion of the row fixed pattern noise
frame. After setting the column offset value and the column
gain value, the FPNR block 1026 may proceed to block 1082.

At block 1082, the FPNR block 1026 may apply the fixed
pattern noise offsets and gains (i.e., fixed pattern noise cor-
rection factors per pixel, row, and/or column) determined at
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FPNR block 1026, and the image illustrated in FIG. 225 may
correspond to image data processed by the FPNR block 1026
to remove the column offset fixed pattern noise from the
image data.

In addition to the fixed pattern noise correction factors per
pixel, row, and/or column, the FPNR block 1026 may also
apply global input and output offsets as described below with
reference to FIG. 94. At block 1092, the FPNR block 1026
may receive global input and/or output offset values for the
input image. At block 1094, the FPNR block 1026 may deter-
mine whether the global offset values are to be added before
applying the gain values of the fixed pattern noise correction
factors that correspond to the pixel, row, and/or column of the
input image.

If the global offset values are to be added before applying
the gain values of the fixed pattern noise correction factors,
the FPNR block 1026 may proceed to block 1096. At block
1096, the FPNR block 1026 may apply the fixed pattern noise
correction factors and the global offsets as follows:

tmp = max(—2ﬁl7, min(2A17—1, (x(,1) +

offset_in[c] — row_off — col_off - frame_off)))
tmp = max(—2ﬁl7, min(2A17—1, (tmp * row_gain +

(1<< (row_gain_fraction-1))) >> row_gain_fraction))
tmp = max(—2ﬁl7, min(2A17—1, (tmp * col_gain +

(1<< (col_gain_fraction-1))) >> col_gain_fraction))
tmp = max(—2ﬁl7, min(2A17—1, (tmp * frame_gain +

(1<< (frame_gain_fraction-1))) >> frame_gain_fraction))
x(j,i) = max(—2ﬁl6, min(2A16—1, tmp + offset_out[c]))

where tmp corresponds to a temporary value, x(j,i) corre-
sponds to a pixel value for the respective pixel, offset_in[c]
corresponds to a global input offset per color component, and
offset_out[c] corresponds to a global output offset per color
component.

Referring back to block 1094, if the global offset values are
not to be added before applying the gain values of the fixed
pattern noise correction factors, the FPNR block 1026 may
proceed to block 1098. At block 1098, the FPNR block 1026
may apply the fixed pattern noise correction factors and the
global offsets as follows:

tmp = maX(—2A17, min(2A17—1, ((x(j,i) + offset_in[c] * row_gain +
(1<<(row_gain_fraction-1)))>> row_gain_fraction))

tmp = maX(—2A17, min(2A17—1, (tmp * col_gain+ (1<<
(col_gain_fraction-1)))>> col_gain_fraction))

tmp = maX(—2A17, min(2A17—1, (tmp * frame_gain + (1<<
(frame_gain_fraction-1))) >> frame_gain_fraction))

tmp = maX(—2A17, min(2ﬁl7—1, tmp — row_off — col_off — frame_off))

x(j,i) = max(-2 16, min(2 16-1, tmp + offset_out[c]))

In one embodiment, the FPNR block 1026 may bypass the
fixed pattern noise processes (1070 and 1090) described in
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FIG. 93 and FIG. 94 if the value of the respective pixel is not
between a low threshold value and a high threshold value. As
such, the FPNR block 1026 may evaluate whether the value of
each pixel (x(j,i)) is less than a low threshold value (By-
passThdL.ow) or greater than a high threshold value (By-
passhdHigh) as shown below.

(x(7,1)<BypassThdLow|x(7,i)>Bypass ThdHigh)

If the value of the respective pixel (x(j,i)) is less than a low
threshold value (BypassThdl.ow) or greater than a high
threshold value (BypasshdHigh), the FPNR block 1026 may
bypass the fixed pattern noise processes (1070 and 1090) for
the respective pixel.

In one embodiment, the FPNR block 1026 may compen-
sate for the fixed pattern noise in the input image based on a
temperature value acquired from the temperature sensor 22 or
an integration time for the sensor(s) 90. Here, look-up tables
for various temperature values that acquired by the tempera-
ture sensor 22 and/or integration times that correspond to the
sensor(s) 90 may include correction factors for each pixel in
the input image. Like the look-up tables described above, the
look-up tables for various temperature values and/or integra-
tion times may include offset values and gain values, which
may be used to correct each pixel in the input image for fixed
pattern noise. In one embodiment, the FPNR block 1026 may
determine the current temperature value of the temperature
sensor 22 and/or the integration time of the sensor(s) 90 and
interpolate the temperature value and/or the integration time
based on the corresponding look-up tables, which may be
stored in the memory 18. In one embodiment, the look-up
tables for various temperature values and/or integration times
may be combined with the look-up tables described above,
which may be determined based on a type of fixed pattern
noise, to determine more accurate correction factors for each
pixel in the input image.

Temporal Filter (TF)

The output of the FPNR block 1026 may be input into the
temporal filter block 1028, as depicted in FIG. 91. In addition
to the output of the FPNR block 1026, the temporal filter
block 1028 may receive raw image data that may be stored in
or written to the memory 110 or may be provided directly
from the sensors 94 via sensors interfaces 94 (not shown). The
temporal filter block 1028 may perform various image pro-
cessing operations on the received image data on a pixel-by-
pixel basis. In one embodiment, the temporal filter block 1028
may be used to reduce noise by averaging frames of image
data in the temporal direction. As such, the temporal filter
block 1028 may blend prior frames of the image data into
each pixel of the image data. In addition to the image data, the
temporal filter block 1028 may also receive and output vari-
ous signals (e.g., Rin, Hin, Hout, and Yout—which may rep-
resent motion history and luma data used during temporal
filtering) when performing the pixel processing operations, as
will be discussed further below. The output of the pixel tem-
poral filter block 1028 may then be forwarded to the defective
pixel correction (DPC) block 1030 or may be sent to the
memory 110.

In one embodiment, the temporal filter block 1028 may be
pixel-adaptive based upon motion and brightness character-
istics. For instance, when pixel motion is high, the filtering
strength may be reduced in order to avoid the appearance of
“trailing” or “ghosting artifacts” in the resulting processed
image, whereas the filtering strength may be increased when
little or no motion is detected. Additionally, the filtering
strength may also be adjusted based upon brightness data
(e.g., “luma”). For instance, as image brightness increases,
filtering artifacts may become more noticeable to the human
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eye. Thus, the filtering strength may be further reduced when
a pixel has a high level of brightness.

In applying temporal filtering, the temporal filter block
1028 may receive reference pixel data (Rin) and motion his-
tory input data (Hin), which may be from a previous filtered or
original frame. Using these parameters, the temporal filter
block 1028 may provide motion history output data (Hout)
and filtered pixel output (Yout). The filtered pixel output Yout
may then be forwarded to the DPC block 1030, as mentioned
above.

In one embodiment, the temporal filter block 1028 may
apply filter coefficients to pixel data from the received image
data to generate the filtered pixel output (Yout). The filter
coefficients may be adjusted adaptively on a per pixel basis
based at least partially upon motion data between an input
pixel x(t) and a reference pixel r(t-1). For instance, the input
pixel x(t), with the variable “t” denoting a temporal value,
may be compared to the reference pixel r(t-1) in a previously
filtered frame or a previous original frame to determine the
motion data associated with the input pixel. In one embodi-
ment, the motion data may be used to generate a motion table
index value (m) that corresponds to a motion table (M). The
motion table (M) may contain the filter coefficients that may
be used to generate the filtered pixel output (Yout). In one
embodiment, the motion table (M) may be indexed according
to motion data (e.g., motion table index value) and a bright-
ness value of a pixel. As such, the temporal filter block 1028
may retrieve filter coefficients from the motion table (M) and
apply the filter coefficients to the pixel data to generate fil-
tered pixel output (Yout). The process for generating filtered
pixel output (Yout) employed by the temporal filter block
1028 is described in greater detail below with reference to
FIGS. 95-98.

In one embodiment, the motion table (M) may generally be
oriented such that pixels exhibiting high motion values may
have coefficient values equal to 0. As such, the motion table
(M) may set a maximum motion value as the first motion
value that has a 0 coefficient value. The motion table (M) may
then divide the number of entries in the table by the maximum
motion value to determine the filter coefficient for each entry
in the motion table (M).

Referring to FIG. 95, a flow diagram of a method 1110 for
temporally filtering the image data received by the temporal
filter block 1028 is illustrated. Although the method 1110
indicates a particular order of operation, it should be under-
stood that the method 1110 is not limited to the illustrated
order. Instead, the method 1110 may be performed in any
suitable order. In one embodiment, the method 1110 may be
performed by the temporal filter block 1028 of FIG. 91.

Atblock 1112, the temporal filter 1028 may receive image
data. At block 1114, the temporal filter block 1028 may deter-
mine a motion delta value for each respective pixel in the
image data. The motion delta value may represent the amount
of'motion occurring in a respective pixel between frames. The
motion delta value may be determined by calculating the
difference between a pixel value for the respective pixel in a
respective frame and a pixel value for the respective pixel in
its previous frame. By comparing these two time dependent
pixel values, the temporal filter block 1028 may represent the
amount of motion occurring in the respective pixel in the
motion delta value.

In one embodiment, the motion delta d(j,i,t) may be com-
puted by determining the maximum of three absolute deltas
between original and reference pixels for three horizontally
collocated pixels of the same color, as demonstrated in the
formula below:
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d(j,i,f)=max3[abs(x(j,i-2,6)-7(j,i-2,0)),
(abs(x(j,i,0)-7(j,1,1)),

(abs(x(j,i+2,t)-r(j,i+2,1))]

where x(j, 1, t) corresponds to the pixel value of a pixel, j
corresponds to the vertical position of the pixel, i corresponds
to the horizontal position of the pixel, t corresponds to time.

By determining the maximum of the three absolute deltas
between original and reference pixels for three horizontally
collocated pixels of the same color, the temporal filter block
1028 may more accurately represent the motion in the respec-
tive pixel with respect to the three horizontally collocated
pixels of the same color.

To calculate the motion delta d(j,i,t) for the respective
pixel, the temporal filter block 1028 may first receive data
regarding a spatial location of the respective pixel. The tem-
poral filter block 1028 may then identify the reference pixel
from a previous frame (collocated reference pixel) based on
the spatial location of the respective pixel. For instance, refer-
ring briefly to FIG. 96, the spatial locations of three reference
pixels 1130, 1132, and 1134 that are collocated with original
input pixels 1136, 1138, and 1140 are illustrated. As shown in
FIG. 96, the collocated reference pixels 1130,1132, and 1134
are located in the same spatial position as original input pixels
1136, 1138, and 1140. However, the reference pixels 1130,
1132, and 1134 are located in a previous frame in time as
indicated by “t-1,” where t represents the current frame in
time.

In one embodiment, instead of using three collocated hori-
zontal pixels, the temporal filter block 1028 may calculate the
motion delta d(j,i,t) for the respective pixel by determining
the maximum of absolute deltas between original and refer-
ence pixels for NxN collocated pixels of the same color. For
instance, the temporal filter block 1029 may determine the
absolute delta between the original pixel values and the ref-
erence pixel values for 3x3 or 5x5 collocated pixels of the
same color.

After calculating the motion delta d(j,it), the temporal
filter block 1028 may use the motion delta d(j,i,t) to determine
a filter coeflicient to be applied to the pixel value x(j,i,t). As
mentioned above, when pixel motion is high, the filtering
strength (i.e., filter coefficient) may be reduced in order to
avoid the appearance of “trailing” or “ghosting artifacts” in
the resulting processed image. In one embodiment, the tem-
poral filter block 1028 may determine the filter coefficient for
a respective pixel using a motion table (M). The motion table
(M) may include a number of filter coefficients (K) which
may be predetermined based on a noise variance for different
brightness values of a pixel. In one embodiment, the motion
table (M) may be indexed according to a motion table lookup
index (m) and a brightness value (b) for the respective pixel as
shown below.

M[b][m]

where b corresponds to a brightness value of a pixel and m
corresponds to a motion table lookup index for the pixel.

The motion table lookup index (m) may represent a motion
for the respective pixel. As such, the motion table lookup
index (m) may be determined based on the motion delta
d(j.i,t) and a motion history value (i.e., motion delta d(j,i,t-1)
of the reference pixel at time t-1) for the respective pixel.
Keeping this in mind, at block 1116, the temporal filter block
1028 may determine the motion table lookup index (m) for
the respective pixel. In one embodiment, the motion lookup
index lookup (m) and the motion history output h(t) may be
determined using the following formulas:
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m=gain_rad*gain[comp]*(d(j,;,1)+h(j,i,--1))
h(.,0=d(i,0+K*(h(j,i,1-1)-d(,i,0)

where gain_rad is a radial gain lookup table interpolation
function that performs a linear interpolation between a radial
gain table and a radius of an optical center of a pixel, K is a
filter coefficient from the motion table M, d(j,i,t) corresponds
to the motion delta value for a pixel at time t, h(j,i,t-1)
corresponds to the motion delta value for a pixel at time t-1,
and gain[comp] corresponds to a gain associated with the
color of the pixel.

In addition to the motion table lookup index (m), the
motion table (M) may be indexed according to a brightness
value (b) for the respective pixel. As mentioned above, as
image brightness increases, filtering artifacts may become
more noticeable to the human eye. Thus, the filter coefficients
(K) in the motion table (M) may be indexed such that the filter
coefficients (K) may decrease as the brightness value of the
pixel increases. In one embodiment, the motion table (M)
may be set to a number of brightness levels such that each
brightness level may be defined as a percentage of a maxi-
mum brightness value. In this manner, the filter coefficients
(K) may be adjusted based on the brightness level of the pixel.

In one embodiment, the brightness level adjusted filter
coefficients (K) may be represented in the motion table (M)
by setting the motion table (M) to multiple brightness levels.
That is, multiple motion tables may be used to represent the
motion table (M) for each brightness level such that each of
the multiple motion table may include filter coefficients (K)
adjusted according to the brightness level of the pixel. For
instance, the motion table (M) may be set to three brightness
levels such that each of the three brightness levels may be
associated with a respective motion table (e.g., motion table
(M1), (M2), and (M3)). Each respective motion table may
include 65 entries. The three brightness levels may corre-
spond to 0% of the maximum brightness value for the respec-
tive pixel, 50% of the maximum brightness value for the
respective pixel, and 100% of the maximum brightness value
for the respective pixel.

Alternatively, the motion table (M) may be set to five
brightness levels (e.g., motion table (M1), (M2), (M3), (M4),
and (M5)) such that each motion table may include 65 entries.
The five brightness levels may correspond to 0% of the maxi-
mum brightness value for the respective pixel, 25% of the
maximum brightness value for the respective pixel, 50% of
the maximum brightness value for the respective pixel, 75%
of'the maximum brightness value for the respective pixel, and
100% of the maximum brightness value for the respective
pixel. FIG. 12A and FIG. 12B illustrate the three brightness
level and five brightness level embodiments described above.

Although the motion table (M) has been described as being
set to multiple brightness levels, it should be noted that in one
embodiment the motion table (M) may be set to just one
brightness level. In this case, the motion table (M) may be a
one-dimensional table with 257 entries that may be stored in
a corresponding memory.

Keeping the foregoing in mind, at block 1118, the temporal
filter block 1028 may determine a brightness value of the
respective pixel. Atblock 1120, the temporal filter block 1028
may determine whether the motion table (M) is set to more
than one brightness level. If the motion table (M) is set to one
brightness level, the temporal filter block 1028 may proceed
to block 1124. If, however, the motion table (M) is set to more
than one brightness level, the temporal filter block 1028 may
proceed to block 1122.

When the motion table is set to one brightness level, at
block 1124, the temporal filter block 1028 may determine a



US 9,105,078 B2

111

motion table filter coefficient (e.g., K) based on the single
motion table (M) and the motion table lookup index (m) of the
respective pixel. The process for determining the motion table
filter coefficient (K) is described in greater detail below with
reference to FIG. 98, which describes a method 1150 for
determining a motion table filter coefficient (K) for the
respective pixel.

Referring to FIG. 98, at block 1152, the temporal filter
block 1028 may identify at least two motion table lookup
indexes (e.g., m1 and m2) for the motion table (M). The two
identified motion table lookup indexes (m1 and m2) for the
motion table (M) may correspond to two motion table lookup
indexes that are adjacent to (e.g., above and below) the motion
table lookup index (m) for the respective pixel determined at
block 1116. Here, the temporal filter block 1028 may identify
atleast two motion table lookup indexes (e.g., m1 and m2) for
the motion table (M) because the motion table (M) may not
have an index value that exactly matches the motion table
lookup index (m) determined at block 1116. By identifying
the atleast two motion table lookup indexes (e.g., m1 and m2)
adjacent to the motion table lookup index (m), the temporal
filter block 1028 may be able to interpolate a filter coefficient
value that corresponds to the motion table lookup index (m)
using the filter coefficient values for the two motion table
lookup indexes (e.g., m1 and m2). In this manner, the tempo-
ral filter block 1028 may determine a filter coefficient that
may most effectively filter the respective pixel.

Keeping this mind, at block 1154, the temporal filter block
1028 may use the two adjacent motion table lookup indexes
(m1 and m?2) and retrieve two motion table filter coefficients
(e.g., K1 and K2) from the motion table (M). In one embodi-
ment, the motion table filter coefficients may be determined
based on the following equation:

K=M/[b][m]=M/x(j,i,t)][gain_rad*gain[comp]*
(d(,i,0)+h(,i,t-1))]
where b, m, x(j,i,t), gain_rad, gain[comp], d(j,i,t), and h(j,],
t-1) are the same as defined above.

At block 1156, the temporal filter block 1028 may linearly
interpolate the two motion table filter coefficients (e.g., K1
and K2) retrieved from the motion table (M) to determine an
interpolated motion table filter coefficient (K3).

Referring back to FIG. 95, at block 1126, the temporal filter
block 1028 may linearly interpolate the interpolated motion
table filter coefficient (K3) with the brightness value (b) of the
respective pixel (from block 1118) to determine a final filter
coefficient (e.g., K) for the respective pixel.

Referring back to block 1120, if the motion table (M) is set
to more than one brightness level, the temporal filter block
1028 may proceed to block 1122. Atblock 1122, the temporal
filter block 1028 may identify at least two brightness levels
(e.g., brightness levels 1 & 2) that are adjacent to the bright-
ness value (b) for the respective pixel. As such, the temporal
filter block 1028 may identify two brightness levels that cor-
respond to a brightness level above and below the brightness
value of the respective pixel. Here, the temporal filter block
1028 may identify the two brightness levels above and below
the brightness value of the respective pixel because none of
the brightness levels may exactly matches the brightness
value of the pixel. By identifying the two brightness levels
above and below the brightness value of the respective pixel,
the temporal filter block 1028 may be able to interpolate a
filter coefficient value for the respective pixel that account for
the brightness value of the respective pixel.

After identifying the two brightness levels adjacent to the
brightness value of the respective pixel, at block 1124, the
temporal filter block 1028 may determine two motion table
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filter coefficients (e.g., K1 & K2) that correspond to the two
motion tables (e.g., motion table 1 & 2) associated with the
two identified brightness levels (e.g., brightness level 1 & 2).
As mentioned above, the process for determining the motion
table filter coefficients is described in greater detail with
reference to FIG. 98.

Referring again to FIG. 98, at block 1152, the temporal
filter block 1028 may first identify at least two motion table
lookup indexes for each motion table associated with two
brightness levels (e.g., index 1 and 2 for motion table 1; index
3 and 4 for motion table 2). The two identified motion table
lookup indexes for each motion table may correspond to
motion table lookup indexes that are adjacent to (e.g., above
and below) the motion table lookup index (m) for the respec-
tive pixel. As mentioned above, by identifying the two motion
table lookup indexes for each motion table associated with
two brightness levels (e.g., index 1 and 2 for motion table 1;
index 3 and 4 for motion table 2), the temporal filter block
1028 may be able to interpolate a filter coefficient value for
each brightness level even though each motion table may not
have an index value that exactly matches the motion table
lookup index (m) determined at block 1116.

Keeping this in mind, at block 1154, the temporal filter
block 1028 may retrieve two motion table filter coefficients
from each motion table (e.g., K3 & K4 from motion table 1,
K5 & K6 from motion table 2) using the two adjacent motion
table lookup indexes (e.g., index 1 and 2 for motion table 1;
index 3 and 4 for motion table 2). In one embodiment, the
motion table filter coefficients may be determined based the
equations listed above.

At block 1156, the temporal filter block 1028 may linearly
interpolate the two motion table filter coefficients from each
motion table (K3 & K4 from motion table 1, K5 & K6 from
motion table 2) to determine an interpolated motion table
filter coefficient that most closely corresponds to a filter coet-
ficient that may have been retrieved from the motion tables
(motion table 1 & 2) using the motion table lookup index (m)
determined at block 1116.

Referring back to FIG. 95, atblock 1126, the temporal filter
block 1028 may linearly interpolate the two interpolated
motion table filter coefficients (K1 and K2) determined at
block 1124 with the brightness value (b) of the respective
pixel determined at block 1118. As a result, the temporal filter
block 1028 may determine a final filter coefficient (e.g., K) for
the respective pixel that has been adjusted to account for the
motion occurring within the respective pixel and the bright-
ness value of the pixel. That is, since noise variance changes
with the brightness and motion values of a pixel, the temporal
filter block 1028 may modify the filtering strength (filter
coefficient) to account for motion occurring within a pixel
and a brightness value of the pixel, thereby avoiding trailing
or ghosting artifacts from being displayed in the image.

In addition to the processes described above with reference
to FIG. 95 and FIG. 98, additional temporal filtering steps
may be performed to further remove noise from the image
data received by the temporal filter block 1028. This noise,
however, may not be related to the motion occurring within a
pixel. For instance, FIG. 99 illustrates a process diagram
depicting a temporal filtering process 1160 that may be per-
formed within the temporal filter block 1028. As shown in
process 1160, the temporal filter block 1028 may include a
2-tap filter such that its filter coefficients may be adjusted
adaptively on a per pixel basis based at least partially upon
motion and brightness data. In one embodiment, temporal
filter block 1028 may perform the processes described above
with reference to FIG. 95 and FIG. 98 in a first tap of the
temporal filtering process 1160 (the motion table 1162). As
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shown in FIG. 99, the temporal filter block 1028 may output
a motion history value h(t) and a filter coefficient (K) for each
pixel in the raw image data from the motion table 1162.

In one embodiment, after determining the filter coefficient
(K) from the motion table 1162, the temporal filter block 1028
may use the brightness value (b) of the respective pixel x(j,1,t)
to generate a luma table lookup index (1) in a luma table (L)
1164. As mentioned above, as image brightness increases,
filtering artifacts may become more noticeable to the human
eye. Thus, the filtering strength may be further reduced when
apixel has a high level of brightness. In one embodiment, the
luma table (L) may contain attenuation factors that between 0
and 1 that may be used to account for the brightness of the
image without regard to the motion occurring within the
image. In one embodiment, the attenuation factors from the
luma table (L) may be selected based upon the luma table
lookup index (1).

As such, a second filter coefficient, K', may be calculated
by multiplying the first filter coefficient (K) by the luma
attenuation factor, as shown in the following equation:

K'=KxL[gain_rad*gain[comp|*x(,7,7)]

The determined value for K' may then be used as the
filtering coefficient by the temporal filter block 1028. As such,
the temporal filter block 1028 may account for the motion of
each pixel of the image with reference to its brightness value
and may account for the brightness value of each pixel of the
image independent of its motion value. In one embodiment,
the temporal filter block 1028 may be an infinite impulse
response (IIR) filter using previous filtered frame or as a finite
impulse response (FIR) filter using previous original frame.
The temporal filter block 1028 may compute the filtered
output pixel (Yout) using the current input pixel x(t), the
reference pixel r(t-1), and the filter coefficient K' using the
following formula:

YGLO=xGL0+K (r(7,i,t-1)-x(,i,1))

The temporal filtering process 1160 shown in FIG. 99 may be
performed on a pixel-by-pixel basis. In one embodiment, the
same motion table (M) and luma table (L) may be used for all
color components (e.g., R, G, and B).

Defective Pixel Correction (DPC)

Referring back to FIG. 91, the output of the temporal filter
block 1028 is subsequently forwarded to the defective pixel
correction logic 1030. In one embodiment, the temporal filter
block 1028 may forward signed 17-bit data to the defective
pixel detection and correction (DPC) logic 1030 which may
be capable of operating on signed pixels. As discussed above
with reference to FIG. 48 (DPR logic 474), defective pixels
may attributable to a number of factors, and may include
“hot” (or leaky) pixels, “stuck™ pixels, and “dead pixels,
wherein hot pixels exhibit a higher than normal charge leak-
age relative to non-defective pixels, and thus may appear
brighter than non-defective pixel, and wherein a stuck pixel
appears as always being on (e.g., fully charged) and thus
appears brighter, whereas a dead pixel appears as always
being off. As such, it may be desirable to have a pixel detec-
tion scheme that is robust enough to identify and address
different types of failure scenarios. Particularly, when com-
pared to the DPR logic 474, which may provide only dynamic
defect detection/correction, the DPR logic 1030 may provide
for fixed or static defect detection/correction, dynamic defect
detection/correction, as well as speckle removal.

Inaccordance with embodiments of the presently disclosed
techniques, defective pixel correction/detection performed
by the DPR logic 1030 may occur independently for each
color component (e.g., R, B, Gr, and Gb), and may include
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various operations for detecting defective pixels, as well as
for correcting the detected defective pixels. For instance, in
one embodiment, the defective pixel detection operations
may provide for the detection of static defects, dynamics
defects, as well as the detection of speckle, which may referto
the electrical interferences or noise (e.g., photon noise) that
may be present in the imaging sensor. By analogy, speckle
may appear on an image as seemingly random noise artifacts,
similar to the manner in which static may appear on a display,
such as a television display. Further, as noted above, dynamic
defection correction is regarded as being dynamic in the sense
that the characterization of a pixel as being defective at a
given time may depend on the image data in the neighboring
pixels. For example, a stuck pixel that is always on maximum
brightness may not be regarded as a defective pixel if the
location of the stuck pixel is in an area of the current image
that is dominate by bright white colors. Conversely, if the
stuck pixel is in a region of the current image that is domi-
nated by black or darker colors, then the stuck pixel may be
identified as a defective pixel during processing by the DPR
logic 1030 and corrected accordingly.

With regard to static defect detection, the location of each
pixel is compared to a static defect table, which may store data
corresponding to the location of pixels that are known to be
defective. For instance, in one embodiment, the DPR logic
1030 may monitor the detection of defective pixels (e.g.,
using a counter mechanism or register) and, if a particular
pixel is observed as repeatedly failing, the location of that
pixel is stored into the static defect table. Thus, during static
defect detection, if it is determined that the location of the
current pixel is in the static defect table, then the current pixel
is identified as being a defective pixel, and a replacement
value is determined and temporarily stored. In one embodi-
ment, the replacement value may be the value of the previous
pixel (based on scan order) of the same color component. The
replacement value may be used to correct the static defect
during dynamic/speckle defect detection and correction, as
will be discussed below. Additionally, if the previous pixel is
outside of the raw frame 308 (FIG. 21), then its value is not
used, and the static defect may be corrected during the
dynamic defect correction process. Further, due to memory
considerations, the static defect table may store a finite num-
ber of location entries. For instance, in one embodiment, the
static defect table may be implemented as a FIFO queue
configured to store a total of 16 locations for every two lines
of image data. The locations in defined in the static defect
table will, nonetheless, be corrected using a previous pixel
replacement value (rather than via the dynamic defect detec-
tion process discussed below). As mentioned above, embodi-
ments of the present technique may also provide for updating
the static defect table intermittently over time.

Embodiments may provide for the static defect table to be
implemented in on-chip memory or off-chip memory. As may
be appreciated, using an on-chip implementation may
increase overall chip area/size, while using an oft-chip imple-
mentation may reduce chip area/size, but increase memory
bandwidth requirements. Thus, it should be understood that
the static defect table may be implemented either on-chip or
off-chip depending on specific implementation requirements,
i.e., the total number of pixels that are to be stored within the
static defect table.

The dynamic defect and speckle detection processes may
be time-shifted with respect to the static defect detection
process discussed above. For instance, in one embodiment,
the dynamic defect and speckle detection process may begin
after the static defect detection process has analyzed two scan
lines (e.g., rows) of pixels. As can be appreciated, this allows
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for the identification of static defects and their respective
replacement values to be determined before dynamic/speckle
detection occurs. For example, during the dynamic/speckle
detection process, if the current pixel was previously marked
as being a static defect, rather than applying dynamic/speckle
detection operations, the static defect is simply corrected
using the previously assessed replacement value.

With regard to dynamic defect and speckle detection, these
processes may occur sequentially or in parallel. The dynamic
defect and speckle detection and correction that is performed
by the DPR logic 1030 may rely on adaptive edge detection
using pixel-to-pixel direction gradients. In one embodiment,
the DPR logic 1030 may select the eight immediate neighbors
of'the current pixel having the same color component that are
within the raw frame 308 (FIG. 21) are used. In other words,
the current pixels and its eight immediate neighbors PO, P1,
P2, P3, P4, PS5, P6, and P7 may form a 3x3 area, as shown
below in FIG. 63.

It should be noted, however, that depending on the location
of'the current pixel P, pixels outside the raw frame 310 are not
considered when calculating pixel-to-pixel gradients. For
example, with regard to the “top-left” case 1172 shown in
FIG. 100, the current pixel P is at the top-left corner of the raw
frame 308 and, thus, the neighboring pixels PO, P1, P2, P3,
and P5 outside of the raw frame 308 are not considered,
leaving only the pixels P4, P6, and P7 (N=3). In the “top” case
1174, the current pixel P is at the top-most edge of the raw
frame 308 and, thus, the neighboring pixels PO, P1, and P2
outside of the raw frame 308 are not considered, leaving only
the pixels P3, P4, PS5, P6, and P7 (N=5). Next, in the “top-
right” case 1176, the current pixel P is at the top-right corner
of'the raw frame 308 and, thus, the neighboring pixels PO, P1,
P2, P4, and P7 outside of the raw frame 308 are not consid-
ered, leaving only the pixels P3, P5, and P6 (N=3). In the
“left” case 1178, the current pixel P is at the left-most edge of
the raw frame 308 and, thus, the neighboring pixels PO, P3,
and P5 outside of the raw frame 308 are not considered,
leaving only the pixels P1, P2, P4, P6, and P7 (N=5).

In the “center” case 1180, all pixels PO-P7 lie within the
raw frame 308 and are thus used in determining the pixel-to-
pixel gradients (N=8). In the “right” case 1182, the current
pixel P is at the right-most edge of the raw frame 308 and,
thus, the neighboring pixels P2, P4, and P7 outside of the raw
frame 308 are not considered, leaving only the pixels PO, P1,
P3, P5, and P6 (N=5). Additionally, in the “bottom-left” case
1184, the current pixel P is at the bottom-left corner of the raw
frame 308 and, thus, the neighboring pixels PO, P3, P5, P6,
and P7 outside of the raw frame 308 are not considered,
leaving only the pixels P1, P2, and P4 (N=3). In the “bottom”
case 1186, the current pixel P is at the bottom-most edge of
the raw frame 308 and, thus, the neighboring pixels PS5, P6,
and P7 outside of the raw frame 308 are not considered,
leaving only the pixels PO, P1, P2, P3, and P4 (N=5). Finally,
in the “bottom-right” case 1188, the current pixel P is at the
bottom-right corner of the raw frame 308 and, thus, the neigh-
boring pixels P2, P4, P5, P6, and P7 outside of the raw frame
308 are not considered, leaving only the pixels PO, P1, and P3
(N=3).

In one embodiment, the DPR logic 1030 may correct for
defective pixels from the bottom-left part of the image to the
top-right part of the image. As such, when a pixel being
evaluated is not at the boundaries of the raw frame 308,
neighboring pixels PO-P4 may not have been corrected by the
DPR logic 1030, while the defects in the neighboring pixels
P5-P7 may have been corrected (if any defects were present).
In another embodiment, when a pixel being evaluated is at the
top edge, pixel PO may be uncorrected and instead pixel P3
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may be replicated in the place of pixel PO. Similarly, when a
pixel being evaluated is at the bottom edge, pixel PS5 may be
uncorrected and instead P3 may be replicated in its place.

Thus, depending upon the position of the current pixel P,
the number of pixels used in determining the pixel-to-pixel
gradients may be 3, 5, or 8. In the illustrated embodiment, for
each neighboring pixel (k=0 to 7) within the picture boundary
(e.g., raw frame 308), the pixel-to-pixel gradients may be
calculated as follows:

G=abs(P-P,), for O=k=7 (only for k within the raw
frame)

where the value for each pixel (k=0 to 7) is a 17-bit signed
value. An average gradi